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Decay property of Timoshenko system
in thermoelasticity

Belkacem Said-Houari and Aslan Kasimov*†

Communicated by Reinhard Racke

We investigate the decay property of a Timoshenko system of thermoelasticity in the whole space for both Fourier and
Cattaneo laws of heat conduction. We point out that although the paradox of infinite propagation speed inherent in the
Fourier law is removed by changing to the Cattaneo law, the latter always leads to a solution with the decay property of the
regularity-loss type. The main tool used to prove our results is the energy method in the Fourier space together with some
integral estimates. We derive L2 decay estimates of solutions and observe that for the Fourier law the decay structure of
solutions is of the regularity-loss type if the wave speeds of the first and the second equations in the system are different.
For the Cattaneo law, decay property of the regularity-loss type occurs no matter what the wave speeds are. In addition, by
restricting the initial data to U0 2 Hs.R/\ L1,� .R/with a suitably large s and � 2 Œ0, 1�, we can derive faster decay estimates
with the decay rate improvement by a factor of t��=2. Copyright © 2011 John Wiley & Sons, Ltd.
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1. Introduction

Our goal is to investigate the effect of heat conduction on the stability of solutions of Timoshenko systems describing coupled dynam-
ics of elastic wave propagation and thermal dissipation in vibrating beams. The thermal dissipation is described by either Fourier or
Cattaneo laws of heat conduction.

We first consider the following coupled set of two wave equations of Timoshenko theory of a vibrating beam [1] with and additional
effect of heat conduction according to the Fourier law,

8<
:
'tt � .'x � /x D 0,
 tt � a2 xx � .'x � /C � t C ˇ�x D 0,
�t � �xx C ˇ tx D 0,

(1)

where t 2 .0,1/ denotes the time variable and x 2 R is the space variable, the functions ' and  denote the displacements of the
elastic material, the function � is the temperature difference, and a, �, and ˇ are certain positive constants depending on the material
elastic and thermal properties.

Initial conditions are of the following form:
�
'.., 0/D '0.x/, 't.., 0/D '1.x/,  .., 0/D  0.x/,
 t.., 0/D  1.x/, �.., 0/D �0.x/.

(2)

The original model of Timoshenko [1] consists of a coupled system of two wave equations describing the transverse vibration of a
beam, and it ignores damping effects of any nature. Specifically, Timoshenko derived the following system

�
�'tt D .K.'x � //x , in .0, L/� .0,C1/,
I� tt D .EI x/x C K.'x � //, in .0, L/� .0,C1/,

(3)

where t is time and x is the coordinate along the beam length. The function ' D '.t, x/ is the transverse displacement of the beam from
an equilibrium state, and D  .t, x/ is the rotation angle of the filament of the beam. The coefficients �, I� , E, I, and K are, respectively,
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the density, the polar moment of inertia of a cross section, Young’s modulus of elasticity, the moment of inertia of a cross section, and
the shear modulus. For a derivation of Timoshenko’s system, we refer the reader to [2].

The subject of stability of Timoshenko-type systems (in bounded domains) has received much attention in the last years, and quite a
number of results concerning uniform and asymptotic decay of energy have been established. See for instance [3–13] and references
therein.

An important problem in Timoshenko systems is to find a minimum dissipation by which their solutions decay uniformly to zero
in time. Several types of dissipative mechanisms have previously been introduced: of frictional type, of viscoelastic type, and of ther-
mal nature. We recall here relevant results on the Timoshenko systems with thermal dissipation. The interested reader is referred to
[3, 6, 7, 10, 11, 13] for the Timoshenko systems with frictional damping and to [4, 5, 8, 12] for Timoshenko systems with viscoelastic
damping.

The proof of the stability results of the Timoshenko systems in a bounded domain is based on the Poincaré inequality and the type of
the boundary conditions. The problem in the whole space R has been considered in recent papers by Kawashima and his collaborators
[14, 15] and by Racke and Said-Houari [16]. We give more details on these papers in the succeeding discussions.

In [14], Ide et al. investigated the problem
8<
:
'tt.t, x/� .'x � /x.t, x/D 0, .t, x/ 2RC �R,
 tt.t, x/� a2 xx.t, x/� .'x � /.t, x/C � t.t, x/D 0, .t, x/ 2RC �R,
.','t , , t/.0, x/D .'0,'1, 0, 1/, x 2R,

(4)

where a and � are positive constants and other variables have the same meaning as before. They proved that if a D 1, then solutions
of (4) decay as

���@k
x U.t/

���
2
� C.1C t/�1=4�k=2kU0k1C Ce�ct

���@k
x U0

���
2

, (5)

where UD .'x � ,'t , a x , t/
T . If on the other hand, a¤ 1, then decay property of system (4) is of regularity-loss type and solutions

decay as
���@k

x U .t/
���

2
� C .1C t/�1=4�k=2 kU0k1C C .1C t/�l=2

���@kCl
x U0

���
2

. (6)

The parameters k and l in (5) and (6) are non-negative integers, and C and c are positive constants. The work in [14] was followed by
[15] in which the above decay results have been generalized to include nonlinear effects as in

8<
:
'tt .t, x/� .'x � /x .t, x/D 0, .t, x/ 2RC �R,
 tt .t, x/� � . x/x .t, x/� .'x � / .t, x/C � t .t, x/D 0, .t, x/ 2RC �R,
.','t , , t/ .0, x/D .'0,'1, 0, 1/ , x 2R,

(7)

where �.�/ > 0 is a smooth function of �. The existence of global solutions and the asymptotic decay of these solutions under the
smallness condition on the initial data in Hs \ L1 with suitably large s (in fact, for s� 6) was proved in that work. In both papers [14, 15],
the authors have found the diffusion phenomenon in systems (6) and (7), meaning that as time tends to infinity, the solutions approach
the diffusion wave expressed in terms of superposition of heat kernels.

Racke and Said-Houari [16] analyzed the semilinear problem
8<
:
'tt .t, x/� .'x � /x .t, x/D 0, .t, x/ 2RC �R,
 tt .t, x/� a2 xx .t, x/� .'x � / .t, x/C � t .t, x/D f . .t, x// , .t, x/ 2RC �R,
.','t , , t/ .0, x/D .'0,'1, 0, 1/ , x 2R,

(8)

where f . .t, x// D j .t, x/jp with p > 1. For the linear case (i.e., f D 0), they improved the decay results obtained in [14] so that for
initial data U0 2 Hs .R/ \ L1,� .R/ with a suitably large s and � 2 Œ0, 1�, solutions decay faster than those given in [14]. Further, they
analyzed the asymptotic behavior of the semilinear problem (8) with the power type nonlinearity jujp with p > 12. Using the decay
estimates for the linear problem combined with the weighted energy method of Todorova and Yordanov [17] with the special weight
given in [18], the authors proved the small-data global existence and obtained optimal decay estimates for the semilinear problem.

To the best of our knowledge, [19] is the first paper treating the Timoshenko system with thermal dissipation. Specifically, the
following problem was analyzed:

8<
:
�1'tt � �.'x , /x D 0, in .0, L/� .0,C1/,
�2 tt � b xx C k .'x C /C ��x D 0, in .0, L/� .0,C1/,
�3�t � k�xx C � tx D 0, in .0, L/� .0,C1/.

(9)

Under appropriate conditions on � , �i , b, k, and � , they proved several exponential decay results for the linearized system and found a
non-exponential stability result for the case of different wave speeds (of the linearized system).

In system (9), the heat conduction is given by the classical Fourier law, which assumes the heat flux q to be proportional to the
gradient of the temperature � at the same time t,

qC 	r� D 0, (10)
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where 	 > 0 is the thermal conductivity. The last equation in (9) corresponds to the classical heat equation if the coupling term
proportional to � is ignored.

As an alternative to the Fourier law, we can consider the Cattaneo law of heat conduction that differs from the Fourier law by the
presence of qt term as in


0qt C qC 	r� D 0, .
0 > 0, relatively small/‡. (11)

One can express q in terms of � directly from this equation, but it becomes now a nonlocal-in-time relationship,

q .t/D�
	


0

Z t

�1
r� .s/ e.s�t/=�0 ds. (12)

As a result, we obtain what is called the system of thermoelasticity of second sound wherein the heat transport equation is of hyper-
bolic type and therefore predicts a finite speed of heat propagation. See [21–23] and references therein for more information on this
theory. Clearly, if 
0 D 0, the Cattaneo law (11) reduces to the classical Fourier law (10) and the hyperbolic system (13) reduces to the
classical hyperbolic–parabolic system (9).

Messaoudi et al. [24] studied the following Timoshenko system with second sound:
8̂̂
<
ˆ̂:

�1'tt � �.'x , /x C�'t D 0,
�2 tt � b xx C k.'x C /C ˇ�x D 0,
�3�t C �qx C ı tx D 0,

0qt C qC 	�x D 0,

(13)

with .x, t/ 2 .0, L/� .0,1/ and the nonlinear function � is assumed to be sufficiently smooth and to satisfy

�'x .0, 0/D � .0, 0/D k

and

�'x'x .0, 0/D �'x .0, 0/D �  D 0.

Several exponential decay results for both linear and nonlinear cases have been established.
Green and Naghdi [25, 26] proposed a new law of heat conduction:

qC 	�px C Q	r� D 0, . Q	 > 	� > 0, pt D �/,

introducing what is called thermoelasticity of type III.
The Timoshenko systems in thermoelasticity of type III has recently been studied by Messaoudi and Said-Houari [27, 28]. In [27], the

authors investigated the asymptotic behavior of the problem
8<
:
�1'tt � K .'x C /x D 0,
�2 tt � b xx C K .'x C /C ˇ�x D 0,
�3�tt � ı�xx C � ttx � 	�txx D 0,

(14)

in .0,1/� .0, 1/ and proved an exponential decay result similar to the one in [19]. The same problem (14) with an additional damping
of history type of the form

Z 1
0

g.s/ xx.x, t� s/ds (15)

acting in the second equation has been analyzed in [28]. The authors of [28] proved exponential and polynomial stability results for
equal as well as non-equal wave speeds under conditions on the relaxation function g weaker than those in [4, 12].

The second problem we investigate in the present work is the following Timoshenko system in thermoelasticity of second sound
8̂̂
<
ˆ̂:

'tt � .'x � /x D 0,
 tt � a2 xx � .'x � /C ˇ�x C � t D 0,
�t C 	qx C ˇ tx D 0,

0qt C ıqC 	�x D 0.

(16)

where t 2 .0,1/ and x 2R and � , 
0, ı, 	, �, and ˇ are positive constants and the following initial conditions are assumed:
�
'.., 0/D '0.x/, 't.., 0/D '1.x/,  .., 0/D  0.x/,
 t.., 0/D  1.x/, �.., 0/D �0 .x/ , q.., 0/D q0 .x/ .

(17)

‡ The constant �o represents the time lag needed to establish the steady state of the heat conduction in an element of volume when a temperature gradient is suddenly
imposed on that element. See the survey paper [20] for more details.
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As mentioned earlier, the Fourier law of heat conduction results in an infinite speed of propagation of a signal that is physically
unsatisfactory. To fix the problem, authors have proposed a number of modifications of the basic assumption on the relation between
the heat flux and the temperature, such as the Cattaneo law, the Gurtin and Pipkin theory, the Jeffreys law, and the Green and Naghdi
theory. The common feature of these modified theories is that they all lead to a hyperbolic differential equation and the speed of
propagation becomes finite. The reader can learn more about these modified models from [29, 30].

The Cattaneo law (11) was proposed by Cattaneo in his celebrated paper [31]. It is perhaps the most obvious and simplest
generalization of the Fourier law that gives rise to a finite speed of propagation of heat. Indeed, from the energy balance law,

�3�t C %divqD 0 (18)

and (11), we obtain the telegraph equation

�3�tt �
%	


0
�� C

�3


0
�t D 0, (19)

which is a hyperbolic equation and predicts a finite signal speed equals to .%	= .�3
0//
1=2.

The Cattaneo equation (11) can also be expressed as an integral over the history of the temperature gradient as shown in (12). A
more general form of Equation (12) has been given by Gurtin and Pipkin [32]:

q .t/D�

Z t

�1
a .t� s/r� .s/ds, (20)

where a.s/ is the heat flux relaxation function.
Many different constitutive models arise from different choices of a.s/. Equation (12) can easily be recovered from (20) by assuming

a .s/D
	


0
e�s=�0 .

If we assume that r� is constant for all time and let 	 D
R1

0 a.s/ds, then Equation (20) reduces to the classical Fourier law (10). Also,
the heat flux law of Jeffreys type

q .t/D�	1r� .t/�
	2


0

Z t

�1
r� .s/ e.s�t/=�0 ds,

can be seen by letting

a .s/D 	1ı .s/C
	2


0
e�s=�0

in (20), where 	1 and 	2 are two positive constants and ı is the Dirac function. See [30] for more details.
We should note here that the dissipative effects introduced by the Cattaneo law are usually weaker than those induced by the Fourier

law. Yet, replacing the Fourier law by the Cattaneo law is not always beneficial. Recently, Fernández Sare and Racke [33] have shown that
it is possible to destroy the stability property, when the heat flux obeys the Cattaneo law. Specifically, they showed that in a bounded
domain, system (16) (with � D 0) is no longer exponentially stable even when a D 1, whereas for a D 1, system (1) is exponentially
stable. Moreover, they proved that even an additional damping of the form (15) acting on the second equation in (16) is not strong
enough to stabilize the solutions exponentially.

We now summarize the main findings of the present work:

� We have extended the decay results of [14] to the Timoshenko system in thermoelasticity.
� We have found optimal decay estimates for weighted initial data U0 2 Hs .R/\ L1,� .R/with a suitably large s and � 2 Œ0, 1�. These

are obtained for the classical thermoelasticity as well as for the second sound model.
� We contrast the decay results with the Fourier law with the one obtained for the Cattaneo law.

The plan of the paper is as follows. In Section 2, we prove pointwise estimates by transforming our system (1)–(2) to a first-order
linear system in the Fourier space and making use of the energy method in the Fourier space. In addition, we derive appropriate decay
estimates. Section 3 is devoted to showing the improved decay estimates for U0 2 Hs.R/\ L1,� .R/, � 2 Œ0.1�. In Section 4, we treat the
second sound model and obtain optimal decay estimates. Finally, in Section 5, we draw conclusions from the analysis.

Before closing this section, we explain some notations. Throughout this paper, k.kq and k.kHl stand for the Lq.R/-norm .1 � q �1/
and the Hl.R/-norm, respectively. Also, for � 2 Œ0,C1/, we define the weighted function space L1,� .R/ as follows: u 2 L1,� .R/ iff u 2
L1 .R/ and

kuk1,� D

Z
R
.1C jxj/� ju.x/jdx <C1.

We also denote by Of D F .f / the Fourier transform of f with inverse F�1,

Of ./D F .f / ./D
Z
R

f .x/ e�i�xdx.

Copyright © 2011 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2012, 35 314–333

3
1

7



B. SAID-HOUARI AND A. KASIMOV

2. Decay estimates

In this section, we prove certain decay estimates of the total energy of system (1)–(2). We employ the technique of converting the orig-
inal set of second-order equations to a first-order system with a subsequent Fourier transform in the spatial variable and estimation of
solutions of the transformed system. The technique is well-known [34] and in the context of Timoshenko systems has previously been
used by Kawashima and co-workers [14]. Let us first write system (1)–(2) as a first-order (in time) system of the form

�
Ut C AUx C LUD BUxx ,
U .x, 0/D U0,

(21)

where A, L, and B are matrices and U is a solution vector identified in the succeeding equations. To obtain system (21), we introduce the
following variables:

v D 'x � , uD 't , zD a x , yD  t .

Consequently, system (1) can be rewritten into the following first-order system of hyperbolic–parabolic type

8̂̂
ˆ̂̂<
ˆ̂̂̂̂
:

vt � ux C y D 0,

ut � vx D 0,

zt � ayx D 0,

yt � azx � vC �yC ˇ�x D 0,

�t � �xx C ˇyx D 0,

(22)

and the initial condition (2) takes the form

.v, u, z, y, �/ .x, 0/D .v0, u0, z0, y0, �0/ (23)

where

v0 D '0,x � 0, u0 D  1, z0 D a 0,x , y0 D  1.

System (22)–(23) is equivalent to system (21) with

UD

0
BBBB@

v
u
z
y
�

1
CCCCA , AD

0
BBBB@

0 �1 0 0 0
�1 0 0 0 0
0 0 0 �a 0
0 0 �a 0 ˇ

0 0 0 ˇ 0

1
CCCCA , LD

0
BBBB@

0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
�1 0 0 � 0
0 0 0 0 0

1
CCCCA , BD

0
BBBB@

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1

1
CCCCA

and U0 D .v0, u0, z0, y0, �0/
T . We see that A is real and symmetric and L is non-negative definite, but not symmetric. As a result of the lat-

ter, the general theory introduced in [35] is not applicable here. Consequently, the decay estimates of system (21) have to be performed
by direct computations using the energy method in the Fourier space together with some integral estimates.

By taking the Fourier transform of (21), we obtain the following Cauchy problem for a first-order system,

�
OUt C iA OUC L OUD�2B OU,
OU . , 0/D OU0 ./ ,

(24)

which can be written out as follows,

8̂̂
ˆ̂̂<
ˆ̂̂̂̂
:

Ovt � i OuC OyD 0,
Out � i Ov D 0,
Ozt � ai Oy D 0,

Oyt � ai Oz� OvC �OyC ˇi O� D 0,
O�t C 

2 O� C ˇi OyD 0.

(25)

Let us now define the following energy functional

E .t/D
1

2
.
ˇ̌
Ov
ˇ̌2
C
ˇ̌
Ou
ˇ̌2
C
ˇ̌
Oz
ˇ̌2
C
ˇ̌
Oy
ˇ̌2
C j O� j2/D

1

2

ˇ̌̌
OU . , t/

ˇ̌̌2
. (26)

A starting point is, as usual, the dissipativity inequality, which states that the energy E .t/ of the entire system (25) is a non-increasing
function, that is, we have the following.
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Lemma 2.1
Let .Ov, Ou, Oz, Oy, O�/ be a solution of (25), then the energy E .t/ is a non-increasing function and satisfies for all t � 0

dE .t/

dt
D�

�
�
ˇ̌
Oy
ˇ̌2
C 2j O� j2

�

���
ˇ̌
Oy
ˇ̌2
�

1

2
2j O� j2 �

2

2
�
1C 2

� j O� j2. (27)

Proof
Multiplying the first equation in (25) by NOv, the second equation by NOu, the third equation by NOz, the fourth equation by NOy, and the fifth

equation NO� , adding these equalities and taking the real part, (27) follows. �

The following lemma will play a key role in the proof of our main result, and it is similar to proposition 2.1 in [14].

Lemma 2.2
Let OU . , t/ be the solution of (24). Then, for any t � 0 and  2R, we have the following pointwise estimates:

ˇ̌̌
OU . , t/

ˇ̌̌2
�

8̂<
:̂

Ce�c�1.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
, if aD 1

Ce�c�2.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
, if a¤ 1

(28)

where �1 ./D 
2=
�
1C 2

�
, �2 ./D 

2=
�
1C 2

�2
and C and c are two positive constants.

Proof
Our main tool to prove Lemma 2.2 is the energy method in the Fourier space, and we follow the method as employed in [14].

Throughout the paper, we make repeated use of Young’s inequality

jabj � �a2C C.�/b2.

Constants C.�/ here and in the sequel denote possibly different values in different places, but are in principle easy to determine.
First, multiplying the first equation in (25) by i NOu and the second equation by i NOv, we obtain

i Ovt
NOuC 2

ˇ̌
Ou
ˇ̌2
C i Oy NOuD 0

and

i Out
NOvC 2

ˇ̌
Ov
ˇ̌2
D 0,

respectively. By subtracting the last two equalities, taking the real part of the result and using the fact that

Re
n

i
�
NOuOvt � Out

NOv
�o
D
n

Re
�

i Ov NOu
�o

t
,

we obtain n
Re
�

i Ov NOu
�o

t
C 2

�ˇ̌
Ou
ˇ̌2
�
ˇ̌
Ov
ˇ̌2�
C Re

�
i Oy NOu

�
D 0. (29)

Similarly, multiplying the fourth equation by i NOz and the third equation in (25) by i NOy, we obtain by the same method as above
n

Re
�

i OyNOz
�o

t
C a2

�ˇ̌
Oz
ˇ̌2
�
ˇ̌
Oy
ˇ̌2�
� Re

�
i NOz
�
Ov � �Oy � iˇ O�

��
D 0. (30)

Now, we add the equalities (29) and (30) to obtain


dF .t/

dt
C 2

�ˇ̌
Ou
ˇ̌2
C a

ˇ̌
Oz
ˇ̌2�
� 2

�ˇ̌
Ov
ˇ̌2
C a

ˇ̌
Oy
ˇ̌2�

D�Re
�

i Oy NOu
�
C Re

�
i NOz
�
Ov � �Oy � ˇi O�

��
(31)

where

F .t/D Re
�

iOv NOuC iOyNOz
�

. (32)

Using Young’s inequality, we obtain for any � > 0

� Re
�

i Oy NOu
�
C Re

�
i NOz
�
Ov � �Oy

��
� �2

�ˇ̌
Ou
ˇ̌2
C a

ˇ̌
Oz
ˇ̌2�
C C .�/

�ˇ̌
Ov
ˇ̌2
C
ˇ̌
Oy
ˇ̌2�

, (33)

Copyright © 2011 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2012, 35 314–333
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and

Re
�
ˇ2 NOz O�

�
� 2�

ˇ̌
Oz
ˇ̌2
C C .�/ 2j O� j2. (34)

Next, plugging the inequalities (33)–(34) into (31), we obtain


dF .t/

dt
C .1� �/ 2

ˇ̌
Ou
ˇ̌2
C .a� � .1C a// 2

ˇ̌
Oz
ˇ̌2
� 2

�ˇ̌
Ov
ˇ̌2
C a

ˇ̌
Oy
ˇ̌2�

� C .�/
�

1C 2
� �ˇ̌
Ov
ˇ̌2
C
ˇ̌
Oy
ˇ̌2�
C C .�/ 2j O� j2.

Consequently, the above estimate leads to



1C 2

dF .t/

dt
C .1� �/

2

1C 2

ˇ̌
Ou
ˇ̌2
C .a� � .1C a//

2

1C 2

ˇ̌
Oz
ˇ̌2

� C .�/
�ˇ̌
Ov
ˇ̌2
C
ˇ̌
Oy
ˇ̌2�
C C .�/

2

1C 2
j O� j2. (35)

Multiplying the first equation in (25) by�NOy and the fourth equation by�NOv, we obtain

� Ovt
NOyC i OuNOy �

ˇ̌
Oy
ˇ̌2
D 0, (36)

and

� Oyt
NOvC ai OzNOvC

ˇ̌
Ov
ˇ̌2
� �Oy NOv � ˇi O� NOv D 0, (37)

respectively.
Adding Equations (36) and (37), and taking the real part, we find

�
�

ReOvNOy
�

t
C Re

�
i OuNOy

�
�
ˇ̌
Oy
ˇ̌2
C Re

�
ai OzNOv

�
C
ˇ̌
Ov
ˇ̌2
� Re

�
�Oy NOvC ˇi O� NOv

�
D 0. (38)

Similarly, multiplying the second equation in (25) by�aNOz and the third equation by�aNOu, we find

� aNOz Out C ai NOzOv D 0 (39)

and

� aNOuOzt C ia2 NOuOy D 0, (40)

respectively.
Adding Equations (39) and (40) and taking the real part, we obtain

�
�

ReaNOz Ou
�

t
C Re

�
ai NOzOv

�
C Re

�
ia2 NOuOy

�
D 0. (41)

Addition of Equations (38) and (41), results in

dK .t/

dt
�
ˇ̌
Oy
ˇ̌2
C
ˇ̌
Ov
ˇ̌2
D Re

�
�Oy NOvC ˇi O� NOv

�
C
�

1� a2
�

Re
�

i NOuOy
�

(42)

where

K .t/D�Re
�
OvNOyC aNOz Ou

�
. (43)

Applying Young’s inequality to the first term in the right-hand side of (42), we obtain

Re
�
�Oy NOvC ˇi O� NOv

�
� �

ˇ̌
Ov
ˇ̌2
C C .�/

ˇ̌
Oy
ˇ̌2
C C .�/ 2j O� j2. (44)

Consequently, (42) takes the form

dK .t/

dt
�
ˇ̌
Oy
ˇ̌2
C
ˇ̌
Ov
ˇ̌2
� �

ˇ̌
Ov
ˇ̌2
C C .�/

ˇ̌
Oy
ˇ̌2
C C .�/ 2j O� j2

C
ˇ̌
1� a2

ˇ̌
jj
ˇ̌
Ou
ˇ̌ ˇ̌
Oy
ˇ̌

.
(45)3

2
0
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Now, we have to distinguish two different cases:

Case 1
aD 1.

Let us define the Lyapunov functional L as

L .t/D NE .t/C ˛1


1C 2
F .t/C ˛2K .t/, (46)

where ˛1, ˛2, and N are positive constants to be fixed later. From (27), (35), and (45), we obtain

dL .t/

dt
C ˛1 .1� �/

2

1C 2

ˇ̌
Ou
ˇ̌2
C ˛1 .1� 2�/

2

1C 2

ˇ̌
Oz
ˇ̌2

.N� � .˛2C ˛1/C .�//
ˇ̌
Oy
ˇ̌2
C .˛2 .1� �/� ˛1C .�//

ˇ̌
Ov
ˇ̌2
C

�
N

2
� ˛2C .�/

	
2j O� j2

C

�
N

2
� ˛1C .�/

	
2

1C 2
j O� j2 � 0.

(47)

An important step now is to choose the constants �, ˛1, ˛2, and N so that all the coefficients in (47) are positive. To do so, let us first
fix � small enough such that

� <
1

2
. (48)

Next, pick ˛1 and ˛2 such that

˛2 .1� �/� ˛1C .�/ > 0.

Finally, we take N large enough such that

N >max

�
.˛2C ˛1/C .�/

�
, 2˛1C .�/ , 2˛2C .�/



.

With these choices, (47) takes the form

dL .t/

dt
C cW .t/� 0, (49)

where

W .t/D
ˇ̌
Oy
ˇ̌2
C
ˇ̌
Ov
ˇ̌2
C 2j O� j2C

2

1C 2

�ˇ̌
Oz
ˇ̌2
C
ˇ̌
Ou
ˇ̌2
C j O� j2

�

and c is a positive constant.
On the other hand, we have the following simple but key result.

Lemma 2.3
For N large enough there exist three positive constants ˇ1, ˇ2, and ˇ3 such that for all t � 0, we have

ˇ1E .t/�L .t/� ˇ2E .t/ and W .t/� ˇ3�1 ./E .t/, (50)

where �1 ./D 
2=
�
1C 2

�
.

Consequently, from (49) and (50), we can find � > 0 such that

E .t/D
ˇ̌̌
OU. , t/

ˇ̌̌2
� e���1.�/E .0/.

Thus, the first inequality in (28) is proved.

Proof of Lemma 2.3
The second estimate in (50) is easily checked. To prove the first estimate, from (46), we have

jL .t/� NE .t/j D

ˇ̌̌
ˇ˛1



1C 2
F .t/C ˛2K .t/

ˇ̌̌
ˇ . (51)

For all  2R, we have =
�
1C 2

�
< 1, and exploiting (32) and (43), the right-hand side of (51) can be estimated as

ˇ̌̌
ˇ˛1



1C 2
F .t/C ˛2K .t/

ˇ̌̌
ˇ� OCE .t/. (52)
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From (51) and (52), we obtain

.N� OC/E .t/�L .t/� .NC OC/E .t/. (53)

This last inequality gives the first estimate in (50) provided that N is sufficiently large. This completes the proof. �

Case 2
a¤ 1.

In this case, we estimate the last term in (45) as follows:

ˇ̌̌
1� a2

ˇ̌̌
jj
ˇ̌
Ou
ˇ̌ ˇ̌
Oy
ˇ̌
� �

2

1C 2

ˇ̌
Ou
ˇ̌2
C C .�/

�
1C 2

� ˇ̌
Oy
ˇ̌2

. (54)

Define the Lyapunov functional V as follows:

V .t/DME .t/C
�1

1C 2

�


1C 2

	
F .t/C

�2

1C 2
K .t/ (55)

where �1, �2, and M are positive constants to be chosen later.
Inequality (27) can be rewritten as

dE .t/

dt
� ��

ˇ̌
Oy
ˇ̌2
�

1

2
2j O� j2 �

2

2
�
1C 2

� j O� j2

� ��
ˇ̌
Oy
ˇ̌2
�

1

2

2

�
1C 2

�2 j
O� j2 �

2

2
�
1C 2

� j O� j2.

(56)

Therefore, from (35), (54), (55), and (56), we obtain

dV .t/

dt
C .1� 2�/

�1
2

�
1C 2

�2

ˇ̌
Ou
ˇ̌2
C .a� � .1C a//

�1
2

�
1C 2

�2

ˇ̌
Oz
ˇ̌2

C .�M� 2�2 � .�1C �2/ C .�//
ˇ̌
Oy
ˇ̌2
C .�2 .1� �/� �1C .�//

1

1C 2

ˇ̌
Ov
ˇ̌2

C

�
M

2
� �1C .�/

	
2

�
1C 2

�2
j O� j2C

�
M

2
� �2C .�/

	
2�

1C 2
� j O� j2 � 0,

(57)

where we have used the fact that 1=
�
1C 2

�
� 1.

Now, we fix our constants in (57). First, we choose � as in (48) and �1, �2 such that

�2 .1� �/� �1C .�/ > 0.

Once the above constants are fixed, we choose M large enough such that

M >max

�
2�1C .�/ , 2�2C .�/ ,

2�2C .�1C �2/C .�/

�

	
.

Consequently, the estimate (57) takes the form

dV

dt
C Qc QW � 0, (58)

where Qc is a positive constant and

QW D
ˇ̌
Oy
ˇ̌2
C

1

1C 2

ˇ̌
Ov
ˇ̌2
C

2

1C 2
j O� j2C

2

�
1C 2

�2

�ˇ̌
Oz
ˇ̌2
C
ˇ̌
Ou
ˇ̌2
C j O� j2

�
.

It is clear that for M large enough, there exist three positive constants Q̌1, Q̌2, and Q̌3 such that for all t � 0, we have

Q̌1E .t/� V .t/� Q̌2E .t/ and QW .t/� Q̌3�2 ./E .t/, (59)

where �2 ./D 
2=
�
1C 2

�2
. Consequently, the proof of the second inequality in (28) follows by the same method as in the case aD 1.

Thus, the proof of Lemma 2.2 is complete. �3
2

2
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Our first decay estimates can be stated as follows:

Theorem 2.1
Let s be a non-negative integer and assume that U0 2 Hs.R/\ L1.R/. Then, the solution U of problem (21) satisfies the following decay
estimates:

� When aD 1,

���@k
x U .t/

���
2
� C .1C t/�1=4�k=2 kU0kL1 C Ce�ct

���@k
x U0

���
2

. (60)

� When a¤ 1,

���@k
x U .t/

���
2
� C .1C t/�1=4�k=2 kU0kL1 C C .1C t/�l=2

���@kCl
x U0

���
2

, (61)

where k and l are non-negative integers satisfying kC l � s and C, c are two positive constants.

Remark 2.1
The decay estimate (61) indicates that for a ¤ 1, the decay property of system (1)–(2) is of the regularity-loss type, which means that
we have the optimal decay estimates of solutions under the additional regularity assumption on the initial data. This decay structure of
regularity-loss type appears also for a hyperbolic–elliptic system related to a radiating gas [36, 37].

Proof of Theorem 2.1.
Using the Fourier transform, the proof of Theorem 2.1 is reduced to the analysis of the behavior of the spectral parameter  in the
high-frequency and low-frequency regions. The proof is essentially based on the pointwise estimates in Lemma 2.2.

First, suppose that aD 1. Then, applying the Plancherel theorem and making use of the first inequality in (28), we obtain

���@k
x U .t/

���2

2
D

Z
R
jj2k

ˇ̌̌
OU . , t/

ˇ̌̌2
d

� C

Z
R
jj2k e�c�1.�/t

ˇ̌̌
OU . , 0/

ˇ̌̌2
d

D C

Z
j�j�1

jj2k e�c�1.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
d C C

Z
j�j�1

jj2k e�c�1.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
d

D I1C I2.

(62)

The integral here is split into two parts: the low-frequency part .jj � 1/ and the high-frequency part .jj � 1/. As �1./ �
1
2 

2 for
jj � 1, then we have for the low-frequency part that

I1 D C

Z
j�j�1

jj2k e�c�1.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
d

� C
��� OU0

���2

L1

Z
j�j�1

jj2k e�
c
2 �

2td .
(63)

By using the inequality

Z 1

0
jj�e�

c
2 �

2td � C.1C t/�.�C1/=2, (64)

we deduce from (63) that

I1 � C .1C t/�1=2�k kU0k
2
L1 . (65)

For the high-frequency part, I2, on the other hand, we have �1./�
1
2 , and therefore,

I2 D C

Z
j�j�1

jj2k e�c�1.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
d

� Ce�
c
2 t
Z
j�j�1

jj2k
ˇ̌̌
OU . , 0/

ˇ̌̌2
d

� Ce�ct
���@k

x U0

���2

2
.

(66)

Combining (62), (65), and (66), we obtain the estimate (60).
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Second, assume that a¤ 1. As above,
���@k

x U .t/
���2

2
D

Z
R
jj2k

ˇ̌̌
OU . , t/

ˇ̌̌2
d

� C

Z
R
jj2k e�c�2.�/t

ˇ̌̌
OU . , 0/

ˇ̌̌2
d

D C

Z
j�j�1

jj2k e�c�2.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
d C C

Z
j�j�1

jj2k e�c�2.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
d

D L1C L2.

(67)

Now, using the second estimate in (28) and the fact that �2./ �
1
4 

2 for jj � 1, we have by the same method as in the proof of the
estimate of I1,

L1 � C .1C t/�1=2�k kU0k
2
L1 . (68)

To estimate the term L2, we use the inequality �2./� c�2 for jj � 1 to obtain

L2 D C

Z
j�j�1

jj2k e�c�2.�/t
ˇ̌̌
OU . , 0/

ˇ̌̌2
d

� C sup
j�j�1

�
jj�2l e�c��2t

� Z
j�j�1

jj2.kCl/
ˇ̌̌
OU . , 0/

ˇ̌̌2
d

� C .1C t/�l
���@kCl

x U0

���2

2
.

(69)

Inserting the estimates (68) and (69) into (67), (61) is obtained. This completes the proof of Theorem 2.1. �

3. Improved decay estimates

In this section, we improve the decay results obtained in Theorem 2.1, namely, by restricting the initial data to U0 2 Hs .R/ \ L1,� .R/
with a sufficiently large s and � 2 Œ0, 1�, we can derive faster decay estimates than those given in Theorem 2.1. Indeed, by using the
pointwise estimates derived in Lemma 2.2 and adapting the method introduced by Ikehata in [38], to treat the Fourier transform in the
low-frequency region, we can improve the decay rate given in Theorem 2.1 by t��=2, � 2 Œ0, 1�, especially in the case of equal wave
speeds, that is, aD 1.

Our main result in this section is as follows.

Theorem 3.1
Let � 2 Œ0, 1�. Let s be a non-negative integer and assume that U0 2 Hs.R/\ L1,� .R/. Then, the solution U of problem (21) satisfies the
following decay estimates:

� When aD 1, we have ���@k
x U .t/

���
2
� C .1C t/�1=4�k=2��=2 kU0kL1,� C Ce�ct

���@k
x U0

���
2

C C .1C t/�1=4�k=2
ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ .

(70)

� When a¤ 1, we have ���@k
x U .t/

���
2
� C .1C t/�1=4�k=2��=2 kU0kL1,� C C .1C t/�l=2

���@kCl
x U0

���
2

C C .1C t/�1=4�k=2
ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ ,

(71)

where k and l are non-negative integers satisfying kC l � s and C, c are two positive constants.

Remark 3.1
Theorem 3.1 shows that by taking the initial data U0 2 Hs .R/\L1,� .R/ such that

R
R U0 .x/dx D 0, the decay rates given in Theorem 2.1

can be improved by t��=2, � 2 Œ0, 1� .

Proof of Theorem 3.1.
The proof of Theorem 3.1 is reduced to the analysis of the behavior of the Fourier transform of the solution in the low-frequency range,
jj < 1. The high-frequency part has an exponential decay rate for a D 1. Indeed, assume first that a D 1 and recall the identity (62),
that is, ���@k

x U .t/
���2

2
D

Z
R
jj2k

ˇ̌̌
OU . , t/

ˇ̌̌2
d

D I1C I2,
(72)

3
2

4

Copyright © 2011 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2012, 35 314–333



B. SAID-HOUARI AND A. KASIMOV

where I1 and I2 are defined in (63) and (66), respectively. We have the following estimate for the low-frequency part, I1.

Lemma 3.1
Let � 2 Œ0, 1�. Then,

I1 � C .1C t/�1=2�.kC�/ kU0k
2
1,� C C .1C t/�1=2�k

ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ
2

. (73)

Proof
From (63), we have

I1 D C

Z
j�j�1

jj2k e�c�1.�/t
ˇ̌̌
OU0 ./

ˇ̌̌2
d .

Using [38, Lemma 3.1], the term
ˇ̌̌
OU0 ./

ˇ̌̌
can be estimated as follows:

ˇ̌̌
OU0 ./

ˇ̌̌
D

ˇ̌̌
ˇ
Z
R

e�ix�U0 .x/dx

ˇ̌̌
ˇ

�

Z
R
jcos .x/� 1j jU0 .x/jdxC

Z
R
jsin .x/j jU0 .x/jdxC

ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ .

Because

8̂̂
<
ˆ̂:

K� D sup�¤0
j1� cos � j

j� j�
<C1,

M� D sup�¤0
sin �

j� j�
<C1,

for 0� � � 1, then we deduce

ˇ̌̌
OU0 ./

ˇ̌̌
� C� jj

� kU0k1,� C

ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ (74)

with C� D K� CM� .
Therefore, using (74), we obtain

I1 � C kU0k
2
1,�

Z
j�j�1

jj2.kC�/ e�c�1.�/td C

ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ
2 Z
j�j�1

jj2k e�c�1.�/td . (75)

Because in the low-frequency part, jj � 1, we have �1 ./D 
2=
�

1C jj2
�
� jj2 =2, then (75) becomes

I1 � C kU0k
2
1,�

Z
j�j�1

jj2.kC�/ e�c1j�j
2td C

ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ
2 Z
j�j�1

jj2k e�c1j�j
2td

where c1 D c=2. By exploiting inequality (64), we arrive at

I1 � C.1C t/�.kC�/�1=2 kU0k
2
1,� C .1C t/�k�1=2

ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ
2

. (76)

Consequently, the result of Lemma 3.1 holds from (74) and (76). This completes the proof of Lemma 3.1. �

To complete the proof of (70) in Theorem 3.1, it suffices to combine (66) and (73). By the same method, we can show that the
estimate (71) also holds, but we omit the details. Thus, the proof of Theorem 3.1 is now complete. �

4. The second sound model

In this section, we consider the system (16)–(17) and our goal now is to study the asymptotic stability of the solutions.
By introducing the following variables,

v D 'x � , uD 't , zD a x , y D  t , wD 
0q.
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System (16) can be rewritten as the following first-order hyperbolic system

8̂̂
ˆ̂̂̂̂
ˆ̂<
ˆ̂̂̂̂
ˆ̂̂̂:

vt � ux C y D 0,
ut � vx D 0,
zt � ayx D 0,
yt � azx � vC �yC ˇ�x D 0,

�t C
	


0
wx C ˇyx D 0,

wt C
ı


0
wC 	�x D 0

(77)

and the initial conditions (17) take the form

.v, u, z, y, � , w/ .x, 0/D .v0, u0, z0, y0, �0, w0/ (78)

where

v0 D '0,x � 0, u0 D  1, z0 D a 0,x , y0 D  1, w0 D 
0q0.

System (77)–(78) is equivalent to

�
Ut C AUx C LUD 0,
U .x, 0/D U0.

(79)

where

UD

0
BBBBBB@

v
u
z
y
�

w

1
CCCCCCA

, AD

0
BBBBBB@

0 �1 0 0 0 0
�1 0 0 0 0 0
0 0 0 �a 0 0
0 0 �a 0 ˇ 0
0 0 0 ˇ 0 	=
0

0 0 0 0 	 0

1
CCCCCCA

, LD

0
BBBBBB@

0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
�1 0 0 � 0 0
0 0 0 0 0 0
0 0 0 0 0 ı=
0

1
CCCCCCA

(80)

and U0 D .v0, u0, z0, y0, �0, w0/
T . Notice that L is a non-negative definite matrix and that A is not in general symmetric.

System (79) can be seen as a particular case of a general hyperbolic system of balance laws. We point out that Shizuta and
Kawashima [39] introduced the so-called algebraic condition (SK), namely

(SK) 8 2R�f0g , Ker.L/\ feigenvectors of .A/g D f0g,

which is satisfied in many examples and sufficient to establish a general result of global existence for small perturbations of constant-
equilibrium state. Our system (79) satisfies the condition (SK), but the general theory on the dissipative structure established in [39] is
not applicable as the matrices A and L are not real symmetric. Consequently, to treat the global existence and asymptotic stability of
(79), new ideas are required. See [15] for more details.

As a side note, we remark that Beauchard and Zuazua [40] have recently shown that the condition (SK) is equivalent to the classical
Kalman rank condition in control theory for the pair .A, L/, that is,

rkŒL, QA.i/L, : : : , QA.i/N�1L�D N,

where QA.i/D iA is an N� N matrix.
If we take the Fourier transform of (79), we obtain the following Cauchy problem for a first-order system

�
OUt C iA OUC L OUD 0,
OU . , 0/D OU0.

(81)

Solving this equation, we find

OU. , t/D et Ô .i�/ OU0./,

where

Ô .i/D� .iAC L/ . (82)

The solution of (79) is then given by

U .x, t/D etˆU0 .x/ ,

3
2

6
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where �
etˆ!

�
.x/D F�1

h
et Ô .i�/ O! ./

i
.x/ .

In what follows, we will show that there exists a function �./ and a positive constant C such that

jet Ô .i�/j � Ce��.�/t .

Thus, the behavior of the solution of system (79) will depend in a crucial way on the behavior of the function �./ in high-frequency
and low-frequency regions. As we have seen in Lemma 2.2, the function �./may

� take the form of �1./ and the behavior of the solution in this case will be completely different depending on the behavior of �1./

near  D 0, as the high-frequency part decays exponentially.
� take the form of �2./ and in this case the dissipation will be very weak in the high-frequency region and will result in a solution

with decay property of regularity-loss type.

System (81) can be rewritten into the following form:

8̂̂
ˆ̂̂̂̂
ˆ̂<
ˆ̂̂̂̂
ˆ̂̂̂:

Ovt � i OuC OyD 0,
Out � i Ov D 0,
Ozt � ai Oy D 0,
Oyt � ai Oz� OvC �OyC ˇi O� D 0,
O�t C

	


0
i OwC ˇi Oy D 0,

Owt C
ı


0
OwC 	i O� D 0.

(83)

Let us now define the following energy functional

OE .t/D
1

2

�ˇ̌
Ov
ˇ̌2
C
ˇ̌
Ou
ˇ̌2
C
ˇ̌
Oz
ˇ̌2
C
ˇ̌
Oy
ˇ̌2
C j O� j2C

ˇ̌
Ow
ˇ̌2�

D
1

2
j OUj22.

(84)

Note that if � Ô is a coercive matrix, then system (81) will be entirely dissipative, and it is easy in this case to prove some pointwise
estimates for the Fourier image OU. , t/. However, we have

Re
�
OUT Ô .i/ OU

�
D�Re

�
OVT D OV

�
,

where

OV D .Oy, Ow/T and DD

�
� 0
0 ı=
0

	
.

Therefore, the above quadratic form on OV does not provide any information on the vector OW D .Ov, Ou, Oz, O�/T . In fact, this is the case
for a large class of hyperbolic systems. In our case, we will show that the interaction of the dissipation of the components in OV with the
time dynamics may eventually dissipate the other components in OW .

The next lemma states that the energy OE .t/ of the entire system (16)–(17) is a non-increasing function. More precisely, we have the
following result.

Lemma 4.1
Let .Ov, Ou, Oz, Oy, O� , Ow/ be a solution of (83). Then, the energy OE .t/ is a non-increasing function and satisfies for all t � 0

d OE .t/

dt
D��

ˇ̌
Oy
ˇ̌2
�
ı


0

ˇ̌
Ow
ˇ̌2

. (85)

Proof
The proof of Lemma 4.1 can be performed along the same line as the proof of Lemma 2.1. It can be also proved in a more general con-

text. Indeed, let us first remark that the matrix L defined in (80) can be written as the sum of a symmetric matrix L1 and a skew-symmetric

matrix L2. On the other hand, multiplying the first equation in (79) by OU
T

, we obtain

OU
T
OUt D OU

T
Ô .i/ OU.

We have also the identity

OUT
t
OUD OUT Ô T .i/ OU.

Copyright © 2011 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2012, 35 314–333
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Adding the above two identities, taking the real part and using the fact that A and L1 are symmetric, we obtain

1

2

d

dt
j OU .t/j22 D OU

T
Ô .i/ OUC OUT Ô T .i/ OU

D�OU
T

L1 OUD��
ˇ̌
Oy
ˇ̌2
�
ı


0

ˇ̌
Ow
ˇ̌2

.

This completes the proof of Lemma 4.1. �

The following lemma will play an essential role in the proof of our main result.

Lemma 4.2
Let Ô .i/D� .iAC L/ be the matrix defined in (82). Then, for any t � 0 and  2R, we have the following estimate:

ˇ̌̌
et Ô .i�/

ˇ̌̌
� Ce�c�2.�/t (86)

where �2 ./D 
2=
�
1C 2

�2
and C, c are two positive constants.

Proof
Note that here we do not need to distinguish between aD 1 and a¤ 1 as in both cases the decay property of the solutions of (79) is of
regularity loss type. To prove Lemma 4.2, we apply the energy method to the problem (83) formulated in the Fourier space and derive
pointwise estimates of solutions to (83).

Following the same computations as in Lemma 2.2 (up to estimate (35)), we obtain for any � > 0,


d OF .t/

dt
C .1� �/ 2

ˇ̌
Ou
ˇ̌2
C .a� � .aC 1// 2

ˇ̌
Oz
ˇ̌2

� C .�/
�

1C 2
� �ˇ̌
Ov
ˇ̌2
C
ˇ̌
Oy
ˇ̌2�
C C .�/ 2j O� j2,

(87)

where

OF .t/D Re
�

iOv NOuC iOyNOz
�

. (88)

Also, multiplying the fifth equation in (83) by i NOw, and the sixth equation by i NO� , we find by the same method


d

dt
ON .t/C 2

�
	j O� j2 �

	


0

ˇ̌
Ow
ˇ̌2	
� 2ˇRe

�
NOwOy
�
�
ı


0
Re
�

i NO� Ow
�
D 0, (89)

where

ON .t/D�Re
�

i Ow NO�
�

. (90)

Young’s inequality leads to

2ˇRe
�
NOwOy
�
� 2�

ˇ̌
Oy
ˇ̌2
C 2C .�/

ˇ̌
Ow
ˇ̌2

. (91)

Similarly,

ı


0
Re
�

i NO� Ow
�
� �2j O� j2C C .�/

ˇ̌
Ow
ˇ̌2

. (92)

Next, inserting the inequalities (91) and (92) into (89), we obtain


d

dt
ON .t/C 	2j O� j2

� �2j O� j2C C .�/
�

1C 2
� �ˇ̌
Ow
ˇ̌2
C
ˇ̌
Oy
ˇ̌2�

.
(93)

Also, repeating the computations in Lemma 2.2 (the estimates from (36) up to (44)) and making use of (54), we obtain for any �, Q� > 0

d OK .t/

dt
�
ˇ̌
Oy
ˇ̌2
C
ˇ̌
Ov
ˇ̌2
� �

ˇ̌
Ov
ˇ̌2
C C .�, Q�/

�
1C 2

� ˇ̌
Oy
ˇ̌2
C C .�/ 2j O� j2C Q�

2

1C 2

ˇ̌
Ou
ˇ̌2

, (94)

where

OK .t/D�Re
�
OvNOyC aNOz Ou

�
. (95)3

2
8
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Let us now define the Lyapunov functional OL as follows:

OL .t/D OM
�

1C 2
�
OE .t/C

Ǫ1

1C 2
 OF .t/C  ON .t/C Ǫ2 OK .t/, (96)

where OM, Ǫ1, and Ǫ2 are positive constants to be chosen later. Consequently, exploiting the inequalities (85), (87), (93), and (94), we
obtain for all t � 0,

d

dt
OL .t/C Ǫ1 fa� � .aC 1/g

2

1C 2

ˇ̌
Oz
ˇ̌2
C f Ǫ1 .1� �/� Ǫ2 Q�g

2

1C 2

ˇ̌
Ou
ˇ̌2

C f.	 � �/� C .�/ . Ǫ1C Ǫ2/g 
2j O� j2C f Ǫ2 .1� �/� Ǫ1C .�/g

ˇ̌
Ov
ˇ̌2

C
n
OM�� C .�, Q�, Ǫ1, Ǫ2/

o �
1C 2

� ˇ̌
Oy
ˇ̌2
C
n
OMı=
0 � C .�/

o �
1C 2

� ˇ̌
Ow
ˇ̌2
� 0,

(97)

where we have used the fact that 2=
�
1C 2

�
� 2. Our goal now is to choose the constants �, Ǫ1, Ǫ2, and OM in (97) such that all the

coefficients in the left-hand side in (97) become positive. Indeed, we fix first � small enough such that

� <min

�
a

1C a
, 	

	
. (98)

After that, we pick Ǫ1 and Ǫ2 such that

Ǫ2 .1� �/� Ǫ1C .�/ > 0

and

.	 � "/� C .�/ . Ǫ1C Ǫ2/ > 0.

Next, choose Q� small enough such that

Q� <
Ǫ1 .1� "/

Ǫ2
.

Finally, we take OM large enough such that

OM >max

�
C .�, Q�, Ǫ1, Ǫ2/

�
,

C .�/ 
0

ı



.

Consequently, (97) takes the form

d OL .t/

dt
C c OW .t/� 0, (99)

where

OW .t/D
�

1C 2
� �ˇ̌
Oy
ˇ̌2
C
ˇ̌
Ow
ˇ̌2�
C
ˇ̌
Ov
ˇ̌2
C

2

1C 2

�ˇ̌
Oz
ˇ̌2
C
ˇ̌
Ou
ˇ̌2�
C 2j O� j2

and c is a positive constant.
On the other hand, we have the following result.

Lemma 4.3
For OM large enough, there exist three positive constants Ǒ1, Ǒ2, and Ǒ3 such that for all t � 0, we have

Ǒ1

�
1C 2

�
OE .t/� OL .t/� Ǒ2

�
1C 2

�
OE .t/ and OW .t/� Ǒ3�1 ./ OE .t/, (100)

where �1 ./D 
2=
�
1C 2

�
.

From (99) and (100) we can then find � > 0 such that

OE .t/D
ˇ̌̌
OU. , t/

ˇ̌̌2
� e���2.�/ OE .0/.

This completes the proof of Lemma 4.2. �
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Proof of Lemma 4.3
The second estimate is easily verified. To prove the first estimate, we make use of formula (96) to write

ˇ̌̌
OL .t/� OM

�
1C 2

�
OE .t/

ˇ̌̌
D jH .t/j ,

where

H .t/D
Ǫ1

1C 2
 OF .t/C  ON .t/C Ǫ2 OK .t/.

Furthermore, recalling (88), (90), and (95) and using Young’s inequality, we arrive at

jH .t/j �
Ǫ1 jj

2
�
1C 2

� �ˇ̌Ovˇ̌2C ˇ̌Ozˇ̌2C ˇ̌Ouˇ̌2C ˇ̌Oyˇ̌2�C jj
2

�ˇ̌
Ow
ˇ̌2
C j O� j2

�

C
Ǫ2

2

�ˇ̌
Ov
ˇ̌2
C
ˇ̌
Oy
ˇ̌2
C a

ˇ̌
Oz
ˇ̌2
C a

ˇ̌
Ou
ˇ̌2�

� C . Ǫ1, Ǫ2/
�

1C 2
�
OE .t/ .

Consequently, we deduce from above that

�
OM� C . Ǫ1, Ǫ2/

� �
1C 2

�
OE .t/� OL .t/�

�
OMC C . Ǫ1, Ǫ2/

� �
1C 2

�
OE .t/ .

Therefore, if OM is large enough, then our result holds true. This finishes the proof of Lemma 4.3. �

Our main theorem in this section can be stated as follows.

Theorem 4.1
Let s be a non-negative integer and assume that U0 2 Hs.R/ \ L1.R/. Then, the solution U D .Ov, Ou, Oz, Oy, O� , Ow/0 of problem (79) satisfies
the following decay estimates:

���@k
x U .t/

���
2
� C .1C t/�1=4�k=2 kU0kL1 C C .1C t/�l=2

���@kCl
x U0

���
2

, (101)

where k and l are non-negative integers satisfying kC l � s and C, c are positive constants.

The decay estimate (101) can be improved (under suitable restrictions on the initial data) by t��=2, � 2 Œ0, 1� and we have the
following theorem.

Theorem 4.2
Let � 2 Œ0, 1�, let s be a non-negative integer, and assume that U0 2 Hs.R/\ L1,� .R/. Then, the solution UD .Ov, Ou, Oz, Oy, O� , Ow/0 of problem
(79) satisfies the following decay estimates:

���@k
x U .t/

���
2
� C .1C t/�1=4�k=2��=2 kU0kL1,� C C .1C t/�l=2

���@kCl
x U0

���
2

C C .1C t/�1=4�k=2
ˇ̌̌
ˇ
Z
R

U0 .x/dx

ˇ̌̌
ˇ , (102)

where k and l are non-negative integers satisfying kC l � s and C and c are two positive constants.

We omit the proofs of Theorems 4.1 and 4.2 as they are similar to the proofs of Theorem 2.1 and 3.1, respectively.

5. Concluding remarks

The pure Timoshenko system (.1/1 and .1/2 withˇ D 0) has the same decay rate as in (60) and (61) (see [14]). This means that the Fourier
model of heat conduction preserves the decay rate of the system, whereas the decay property of the solution in the Cattaneo model
is of regularity-loss type (even if the wave speeds of the first two equations in (16) are the same, i.e, a D 1) in the sense that the decay
rate of the pure Timoshenko system (without the heat conduction) can be preserved only under additional regularity on the solution.
Recently, Fernández Sare and Racke [33] proved that even in bounded domain and with nice boundary conditions, the removal of the
paradox of infinite propagation speed inherent in the Fourier law by changing to the Cattaneo law causes a loss of the exponential
stability property even if the wave speeds are the same. In fact, even an additional damping term of history type of the form (15) acting
in the second equation in (16) is not strong enough to restore the exponential stability of the system. As a consequence, we conclude
that the behavior under the Fourier law is essentially different from the behavior under the Cattaneo law.

3
3

0
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Before the paper by Fernández Sare and Racke, [33], the time asymptotic behavior of solutions under the coupling through the Cat-
taneo law was widely believed to be the same as in coupling with the Fourier law. For example, Racke in [22] has shown that the norm
of the difference between the solution UD .u, ut , � , q/ of the classical thermoelastic system

8̂<
:̂

utt � ˛uxx C ˇ�x D 0,

�t C qx C ıutx D 0,

qC 	�x D 0,

and the solution V D .u, ut , � , q/ of the second sound thermoelastic model

8̂<
:̂

utt � ˛uxx C ˇ�x D 0,

�t C qx C ıutx D 0,


0qt C qC 	�x D 0,

can be estimated as kU.t, x/� V.t, x/k2 � C
2
0 . This last estimate means that the difference will tend to zero as 
0 ! 0. However, this

may not be true for some other systems. For example, this statement is not true for the Timoshenko system or for the contact problem
in thermoelasticity. See [41] for more details.

It has been observed in [42] for the classical thermoelasticity (Fourier law) that the thermal dissipation does not assure the uniform
decay of the energy except for special cases such as unidimensional problem, suitable conditions on the domain or symmetric solu-
tions. It has been proved in [19], that in bounded interval Œ0, L�, the dissipation given by the Fourier law is strong enough to stabilize
system (1) (with ı D 0) exponentially, provided that the wave speeds of the first and the second equations are the same, that is, aD 1.
One may ask whether a similar result holds in an unbounded domain when ı D 0. This remains an open question. The difficulty here is
in constructing the Lyapunov functional when the dissipative term proportional to Oy is removed from the system.

The improved decay rates as presented in the proof of Theorem 3.1 can be obtained also for a class of symmetric hyperbolic systems,
symmetric hyperbolic–parabolic systems, and symmetric hyperbolic–elliptic systems.

For example, consider the following symmetric hyperbolic system:

A0ut C

NX
jD1

Ajuxj C LuD 0, (103)

where uD u .x, t/ is an m-vector function of x D .x1, ..., xN/ 2RN, t � 0, and the coefficient matrices satisfy the following conditions:

(a) A0 is symmetric and positive definite;
(b) Aj is symmetric for any j;
(c) L is symmetric and non-negative definite.

The Fourier transform of (103) leads to the equation

A0 Out C iA .!/ OuC LOuD 0 (104)

where

A .!/D
NX

jD1

Aj!j , !j D = jj 2 SN�1.

Assuming that (SK) condition (see [43]) is satisfied for system (104), that is,

If � 2R, ' 2Rm, ! 2 SN�1 , then

�A0' C A.!/' D 0 and L' D 0

implies ' D 0,

then the pointwise estimates for system (104) is given by (see [43, Theorem 2])

ˇ̌
Ou . , t/

ˇ̌
� Ce��1.�/t

ˇ̌
Ou0 ./

ˇ̌
.

An analysis of the behavior of the Fourier image Ou . , t/ of the solution in the low-frequency region (jj � 1) leads, following the proof
of Theorem 3.1, to the following faster decay estimates:

���@k
x u .t/

���
2
� Ce�ct

���@k
x u0

���
2
C C .1C t/�N=4�.kC�/=2 ku0kL1,� .RN/ ,

where � 2 Œ0, 1�, provided that
R
RN u0 .x/dx D 0 and k � 0. Clearly, this is an improvement of the estimate (8) given in [43].
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