
Book of Abstracts

XXXIII Dynamics Days Europe
3-7 June 2013 | Center for Biomedical Technology | Madrid | Spain

“Engineeringthe future”

INTERNATIONAL
CAMPUS OF
EXCELLENCE



Scientific Program Committee

Javier M. Buldú, Madrid
Nazareth Castellanos, Madrid
Antonino Giaquinta, Madrid
Fernando Maestú, Madrid
David Papo, Madrid
Oreste Piro, Palma de Mallorca
Alexander Pisarchik, México

Local organizing committee

Stefano Boccaletti (chair)
Juan Antonio Almendral
Ricardo Bajo
Ricardo Gutiérrez
Inmaculada Leyva
Adrián Navas
María Jesús Pioz
Francisco del Pozo
Daniel de Santos
Irene Sendiña-Nadal
Massimiliano Zanin

Dynamics Days Europe Advisory Board

Peter Ashwin
Roberto Artuso
Julyan Cartwright
Giulio Casati
Hugues Chaté (chair)
Predrag Cvitanovic
Johan Dubbeldam
Theo Geisel
Celso Grebogi
Mark Groves
John Hogan
Yuliya Kyrychko
Bernhard Mehlig
Oreste Piro
Marko Robnik
Eckehard Schöll
Jens Starke
Tamas Tel
Jürgen Vollmer

c©Edition: General Foundation of the Technical University of Madrid

c©Cover Design: XXXIII Dynamics Days Organizing Committee

c©Printed by the Publication services of the Computer Science School, Universidad Politécnica de
Madrid

The Book of Abstracts of the 33rd International Conference Dynamics Days Europe is printed from the
original abstracts submitted by the authors. No responsibility is assumed by the publishers for any injury
or damage to persons or property as a matter of the products liability, negligence or otherwise, or from
any use or operation of any methods, products, instructions or ideas contained in the material herein.

Printed in Spain

INTERNATIONAL CONFERENCE XXXIII DYNAMICS DAYS EUROPE. BOOK OF ABSTRACTS
http://www.dynamics-days-europe-2013.org/DDEXXXIII-AbstractsBook.pdf

ISBN: 978-84-15302-43-8
Legal Deposit: M-15935-2013
1. Non-linear Dynamics
Computer Science School U.P.M.
Campus de Montegancedo
28660 Boadilla del Monte, Madrid UNIVERSIDAD POLITÉCNICA DE MADRID

http://www.dynamics-days-europe-2013.org/DDEXXXIII-AbstractsBook.pdf


Program at a Glance

Sunday, June 2 Monday, June 3 Tuesday, June 4

8.45-9.00 BUSES ARRIVAL BUSES ARRIVAL

9.00-9.15

9.15-9.30

9.30-9.45

REGISTRATION AND OPENING

Room 1: PT3
TBA

Jordi García-Ojalvo

9.45-10.00

10.00-10.15

10.15-10.30

Room 1: PT1
Synchronization in Populations of

Chemical Oscillators
Kenneth Showalter

Room 1: PT4
Evolution on genotype networks
leads to phenotypic entrapment

Susanna C. Manrubia

10.30-10.45
COFFEE BREAK COFFEE BREAK

10.45-11.00

11.00-11.45

11.45-12.00

12.00-12.15

12.15-12.30

12.30-12.45

12.45-13.00

Room 1: MS1
Processes on Complex Networks

Room 2: MS2
Brain I

Room 3: MS3
Lasers I

Room 4: MS4
Cardiac Electromechanical

Room 5: MS5
Genetic Circuits

Room 1: MS6
Networks of Oscillators

Room 2: MS7
Localized Structures of Light I

Room 3: MS8
Lasers II

Room 4: MS9
Cardiac Electrophysiology

Room 5: MS10
Particles in Turbulent Flows

13.00-13.15

LUNCH BREAK LUNCH BREAK
13.15-13.30

13.30-13.45

13.45-14.00

14.00-14.15

14.15-14.30

14.30-14.45

Room 1: PT4
Importance of nonlinear features
in continuous theories of active

matter
Hugues Chaté

14.50-15.00

15.00-15.15

15.15-15.30

Room 1: MS11
Coupled Oscillators

Room 2: MS12
Living Systems
Room 3: MS13

Vegetation Patterns in Ecosystems

Room 4: MS14
Quantum-Chaotic Dynamics

Room 5: MS15
Molecules Through Bottlenecks

15.30-15.45
COFFEE BREAK

15.45-16.00

16.00-16.15

16.15-16.30

Room 1: CT1
Networks I

Room 2: CT2
Pattern formation and dynamics

Room 3: CT3
Social networks
Room 4: CT4

Neural dynamics
Room 5: CT5

Transport phenomena

16.30-16.45
COFFEE BREAK

16.45-17.00

17.00-17.15

17.15-17.30

17.30-17.45

17.45-18.00

18.00-18.15

18.15-18.30

18.30-18.40

Room 1: CT6
Synchronization
Room 2: CT7

Methods in nonlinear dynamics
Room 3: CT8

Delayed systems
Room 4: CT9

Fluids and granular media
Room 5: CT10

Quantum and hamiltonian systems

POSTER AND WINE SESSION

18.40-19.00 BUSES DEPARTURE BUSES DEPARTURE

19.00-20.00

REGISTRATION AT
NH ABASCAL HOTEL
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Program at a Glance

Wednesday, June 5 Thursday, June 6 Friday, June 7

8.45-9.00 BUSES ARRIVAL BUSES ARRIVAL BUSES ARRIVAL

9.00-9.15

9.15-9.30

9.30-9.45

Room 1: PT5
A new metrics for the economic

complexity of countries and
productss

Luciano Pietronero

Room 1: PT9
Mechanism of Dissipation in
Turbulent Quantum Fluids at

Ultra Low Temperatures
Itamar Procaccia

Room 1: PT12
Meso-scale structures induce characteristic

instabilities in networks of coupled

dynamical systems

Anne Ly Do

9.45-10.00

10.00-10.15

10.15-10.30

Room 1: PT6
Model studies of electron transfer and

conduction mediated by solitons in 1D and

2D crystal lattices

Manuel G. Velarde

Room 1: PT10
Distinguishing Signatures of

Determinism and Stochasticity in
Spiking Complex Systems

Cristina Masoller

Room 1: PT13
Time as coding space for

information processing in the
cerebral cortex

Wolf Singer

10.30-10.45
COFFEE BREAK COFFEE BREAK COFFEE BREAK

10.45-11.00

11.00-11.45

11.45-12.00

12.00-12.15

12.15-12.30

12.30-12.45

12.45-13.00

Room 1: MS16
Delay-Coupled Networks

Room 2: MS17
Localized Structures of Light II

Room 3: MS18
Multiscale Pattern Formation

Room 4: MS19
Social and Ecological Networks

Room 5: MS20
Dissipative Solitons

Room 1: MS21
Dynamics of Multistable Systems

Room 2: MS22
Stochastic Population Dynamics

Room 3: MS23
Time Series and Causality Networks

Room 4: MS24
Solitons and Fronts in Fiber Resonators

Room 5: MS25
Extreme Events

Room 1: MS26
Climate Networks
Room 2: MS27

Multiplex and Evolutive Networks
Room 3: MS28

Control of Nonlinear Systems
Room 4: MS29

Dynamics of Hearing
Room 5: MS30

Brain II

13.00-13.15

LUNCH BREAK LUNCH BREAK
13.15-13.30

CLOSING

13.30-13.45

LUNCH BREAK
13.45-14.00

14.00-14.15

14.15-14.30

14.30-14.45

Room 1: PT7
The Fragility of Interdependency:
Coupled Networks & Switching

Phenomena
H. Eugene Stanley

Room 1: PT11
Taming Complexity: Controlling

Networks
Albert-Lázló Barabási

BUSES DEPARTURE

14.50-15.00

15.00-15.15

15.15-15.30

Room 1: PT8
Quantifying gene-circuit

dynamics at the single-cell level
Mitchell J. Feigenbaum

15.30-15.45
COFFEE BREAK

15.45-16.00

16.00-16.15

16.15-16.30

Room 1: CT11
Networks II

Room 2: CT12
Dynamics of coupled oscillators

Room 3: CT13
Nonlinear optics and lasers

Room 4: CT14
Spatio-temporal dynamics

Room 5: CT15
Biophysics and biomedicine

16.30-16.45
COFFEE BREAK

16.45-17.00

17.00-17.15

17.15-17.30

17.30-17.45

17.45-18.00

18.00-18.15

18.15-18.30

18.30-18.40

Room 1: CT16
Chaos

Room 2: CT17
Stochastic processes

Room 3: CT18
Biological and ecological systems

Room 4: CT19
Statistical physics
Room 5: CT20
Fluid dynamics

18.40-19.00

EXCURSION AND
CONFERENCE DINNER

BUSES DEPARTURE
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EXTENDED PROGRAM





MONDAY, June 3, 2013

Registration and Opening 9.00–9.45

PT1: Plenary talk Chair: I. Sendiña-Nadal 9.45–10.30
Synchronization in populations of chemical oscillators: Quorum Sensing, phase clusters and
chimeras Kenneth Showalter

Room 1

Coffee break 10.30–11.00

MS1: Dynamical processes on complex networks 11.00–13.00
Organizers: D. Gómez-Ullate and J. Aguirre Room 1
Chair: D. Gómez-Ullate and J. Aguirre

1. Synchronization in contact networks of mobile oscillators Albert Diaz-Guilera
2. Using Friends as Sensors to Detect Global-Scale Contagious Outbreaks Esteban Moro
3. Competition between complex networks: phenomenology and winning strategies Jacobo

Aguirre
4. Search for optimal function in RNA populations evolving over networks of genotypes Michael

Stich*

MS2: Characterizing neuronal interactions and synchronization in the brain dysfunction epilepsy 11.00–13.00
Organizers: R. G. Andrzejak Room 2
Chair: R.G. Andrzejak

1. Focusing outside the focus the causes of focal seizures Guillermo José Ortega
2. Dynamic markers of epileptogenesis and seizures at multiple scales Liset Menendez de la

Prida
3. Brain connectivity during epileptiform discharges is altered by TMS Dimitris Kugiumtzis
4. Electroencephalographic signals from seizure-generating brain areas: less randomness,

more nonlinear-dependence, and more stationarity Ralph Gregor Andrzejak

MS3: Nonlinear dynamics in lasers: Fundamental Issues and Novel Applications I 11.00–13.00
Organizers: K. Lüdge and C. Masoller Room 3
Chair: K. Lüdge

1. Dynamics of single- and double-contact hybrid-cavity semiconductor lasers under fast fre-
quency tuning by an intracavity filter Eugene Avrutin

2. Oscillatory and excitable dynamics of dissipative solitons in optical cavities Pere Colet
3. Nonlinear dynamics in semiconductor ring lasers Jan Danckaert
4. Nonlinear dynamics in VCSELs with crossed polarization reinjection Massimo Giudici

MS4: Cardiac electromechanical modeling 11.00–13.00
Organizers: S. Filippi and A. Gizzi Room 4
Chair: S. Filippi

1. Theoretical electromechanics of cardiac tissue Alessio Gizzi
2. Suitable numerical methods and related modeling issues in the study of cardiac electrome-

chanics Ricardo Ruiz Baier
3. Modeling anisotropic myocardial contractions Luciano Teresi
4. Atrial flutter: a model for studying mechano-electrical coupling in the human heart Michaella

Masè

MS5: Nonlinear dynamics of genetic circuits 11.00–13.00
Organizers: E. Volkov and E. Ullner Room 5
Chair: E. Ullner

1. Emergence of oscillations in communicating bacteria Krasimira Todorova Tsaneva-Atanasova
2. The role of noise in dynamics of repressilator with quorum sensing Ilya Potapov
3. Dynamics of the quorum sensing switch: stochastic and non-stationary effects Marc Weber
4. Re-engineering a genetic circuit into a synthetic tunable oscillator. Lucia Marucci

Lunch break 13.00–14.00
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MONDAY, June 3, 2013

PT2: Plenary talk Chair: M. Zanin14.00–14.45
Importance of nonlinear features in continuous theories of active matter Hugues ChatéRoom 1

CT1: Networks I14.50–16.30
Chair: A.-L. DoRoom 1

1. Heads or tails? Fitting growing networks’ degree distributions to empirical data Sara
Cuenda

2. Testing time series irreversibility using complex network methods Jonathan F. Donges
3. Effective trapping of random walks in heterogeneous networks Byungnam Kahng
4. Oscillatory networks with time-delayed pulsatile coupling Vladimir Klinshov
5. Dynamical robustness of complex oscillator networks Gouhei Tanaka

CT2: Pattern formation and dynamics14.50–16.30
Chair: K. ShowalterRoom 2

1. Emergence of spatiotemporal dislocation chains in drifting patterns Monica A. Garcia-Nustes
2. Oscillatory Turing patterns in network-organized reaction-diffusion systems Shigefumi Hata
3. On the mechanisms for formation of segmented waves in active media Maria Borina
4. Patterns in active media caused by diffusion instability Andrey A. Polezhaev
5. Induced anisotropy in a pattern-forming reaction-diffusion system: Theory and experi-

ments Jacobo Guiu-Souto

CT3: Social networks14.50–16.30
Chair: H. ChatéRoom 3

1. Network analysis and urban bus flow in Madrid city Mary Luz Mouronte
2. The physics of information transmission in complex networks M. S. Baptista
3. What is a leader of opinion formation in bounded confidence models? Hector Alfonso Juarez
4. Strategies for the diffusion of behaviors in social networks Felipe Montes
5. Maintaining stable distribution in evolving supply-demand networks Nicolás Rubido

CT4: Neural dynamics14.50–16.30
Chair: I. FischerRoom 4

1. Spontaneous segregation of excitation and inhibition in a system of coupled cortical columns
Daniel Malagarriga Guasch

2. Critical slowing down and decrease in resilience of neuronal networks precede transition
to epileptic seizures in vitro. Premysl Jiruska

3. Bistability in neuronal firing induced by the network correlation feedback Victor Kazantsev
4. The mechanism of stochastic amplification explain fluctuations in the cortex Miguel A.

Muñoz
5. Anatomo-functional organization in brain networks Jose Angel Pineda-Pardo

CT5: Transport phenomena14.50–16.30
Chair: B. MehligRoom 5

1. Polygonal billiards: Spectrum and transport Roberto Artuso
2. Temperature resistant optimal ratchet transport Marcus Werner Beims
3. Mathematical model of self-organizing and adaptable intracellular transport network Kon-

stantin Novikov
4. Noise induced phase transitions and coupled Brownian motors: Non standard hysteretic

cycles Horacio S. Wio
5. From the physics of interacting polymers to optimizing routes on the London underground

Chi Ho Yeung

Coffee break16.30–17.00
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MONDAY, June 3, 2013

CT6: Synchronization 17.00–18.40
Chair: A. Diaz-Guilera Room 1

1. Generalized synchronization of coupled nearly-identical dynamical systems Suman Acharyya
2. Collective almost synchronisation in complex networks M. S. Baptista
3. Synchronization and self-organization in multifrequency oscillator communities Maxim Ko-

marov
4. Chaotic synchronization on scale-free hypernetworks Andrzej Krawiecki
5. Resilience of synchronization against topological changes in resonant and nonresonant

coupled oscillators Jordi Zamora-Munt

CT7: Methods in nonlinear dynamics 17.00–18.40
Chair: A. Politi Room 2

1. Fluctuations in driven polymer translocation Johan L.A. Dubbeldam
2. Causality detection for short-term data Huanfei Ma
3. Theory of heteroclinic computation Fabio Schittler Neves
4. Granger causality in high-dimensional systems using restricted vector autoregressive mod-

els Elsa Siggiridou
5. Inference of time-evolving structural and functional relationships from networks of inter-

acting oscillators Tomislav Stankovski

CT8: Delayed systems 17.00–18.40
Chair: K. Pyragas Room 3

1. Stochastic delay equations: Numerical methods for biophysical models Harish S. Bhat
2. Spectrum and amplitude equations for scalar delay-differential equations with large delay

Leonhard Luecken
3. Reservoir Computing with a single nonlinear node subject to multiple delay feedbacks Sil-

via Ortín
4. Synchronization of neuronal complex networks in the presence of delayed interactions Toni

Perez
5. CANCELLED. Frequency discontinuity in the globally coupled oscillators with delay Nirmal

Punetha

CT9: Fluids and granular media 17.00–18.40
Chair: S. Residori Room 4

1. Model of a two-dimensional extended chaotic system: Evidence of diffusing dissipative
solitons Orazio Descalzi

2. Nonlinear dynamics in experimental devices with compressed/expanded surfactant mono-
layers Maria Higuera

3. Photoisomerization front propagation in dye doped liquid crystal submitted to a Gaussian
forcing Vincent Odent

4. New standing solitary waves in water Jean Rajchenbach
5. Shear induced alignment of elongated macroscopic particles Balázs Szabó

CT10: Quantum and hamiltonian systems 17.00–18.40
Chair: A. Jorba Room 5

1. Information and energy exchange in multidimensional chaotic Hamiltonian systems Chris
Antonopoulos

2. Quantum dynamics: From coarse graining to a tower of scales via multiresolution Antonina
N Fedorova

3. Experimental observation of resonance assisted tunneling in systems with a mixed phase
space Stefan Gehler

4. Quantization of the strongly chaotic billiards near cosmological singularities of the gravi-
tational field Michael Koehn

5. Comparison of Newtonian and relativistic dynamical predictions for low-speed and low-
speed weak-gravity systems Boon Leong Lan
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TUESDAY, June 4, 2013

PT3: Plenary talk Chair: A. Pisarchik9.00–9.45
Quantifying gene-circuit dynamics at the single-cell level Jordi García-OjalvoRoom 1

PT4: Plenary talk Chair: A. Pisarchik9.45–10.30
Evolution on genotype networks leads to phenotypic entrapment Susanna C. ManrubiaRoom 1

Coffee break10.30–11.00

MS6: Collective behavior in networks of oscillators11.00–13.00
Organizers: R. Toenjes and A.TorciniRoom 1
Chair: A. Torcini

1. Extensive chaos and coherent dynamics in sparse networks Simona Olmi
2. Synchronization transition in sparse random networks of identical phase oscillators Ralf

Toenjes
3. Nonuniversal transitions to synchrony in globally coupled phase oscillators Oleh Omel’chenko
4. Pulse coupling versus diffusive coupling in neural networks Antonio Politi

MS7: Localized structures of light in dissipative media I11.00–13.00
Organizers: M. Tlidi, K. Staliunas and K. PanajotovRoom 2
Chair: M. Tlidi, K. Staliunas and K. Panajotov

1. Delay induced instabilities of localized structures of light in optical systems Andrei G
Vladimirov

2. Spatiotemporal chaotic localized state in liquid crystal light valve experiments with optical
feedback. Marcel Clerc

3. Spatial patterns and cavity solitons in spatially rocked nonlinear optical systems Germán
J. de Valcárcel

4. Optical vortex self-assembly in liquid crystal media Stefania Residori

MS8: Nonlinear dynamics in lasers: Fundamental Issues and Novel Applications II11.00–13.00
Organizers: K. Lüdge and C. MasollerRoom 3
Chair: C. Masoller

1. Utilizing semiconductor laser dynamics for photonic information processing Ingo Fischer
2. Two-mode dynamics of semiconductor lasers induced by optical injection and feedback

Krassimir Panajotov
3. Nonlinear dynamics of quantum dot lasers under optical injection and feedback Eckehard

Schöll
4. Coherence resonance in quantum-dot lasers with optical perturbations Kathy Lüdge

MS9: Complex dynamics and applications in cardiac electrophysiology11.00–13.00
Organizers: I. R. Cantalapiedra and J. BragardRoom 4
Chair: J. Bragard

1. Recent advances in mathematical modelling of cardiac tissue: A fractional step forward.
Alfonso Bueno-Orovio

2. Defibrillation mechanisms on a one-dimensional ring of cardiac tissue Jean R. Bragard
3. Alternans due to refractoriness in SR Ca release dynamics Inmaculada R Cantalapiedra
4. Propagation of electrical activity in cardiac tissue; Experiment and theoretical validations

for the study of spiral waves in the heart. Flavio H Fenton

MS10: Dynamics of nonspherical particles in turbulent flows11.00–13.00
Organizers: M. Wilkinson and B. MehligRoom 5
Chair: M. Wilkinson and B. Mehlig

1. Tumbling rates in turbulent and random flows Kristian Gustavsson
2. Spherical and triangular Ornstein-Uhlenbeck processes Michael Wilkinson
3. Orientation statistics of elongated particles in turbulent flows. Alain Pumir
4. Orientation of axisymmetric particles in random flow Dario Vincenzi
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TUESDAY, June 4, 2013

Lunch break 13.00–14.00

MS11: Emergent dynamics in coupled oscillators 14.00–16.00
Organizers: O. Omel’chenko and E. A. Martens Room 1
Chair: O. Omel’chenko and E. A. Martens

1. When nonlocal coupling between oscillators becomes stronger: Patched synchrony or
Multi-chimera states Iryna Omelchenko

2. The Kuramoto model with distributed shear Diego Pazó
3. Chimera States - how mythological monsters from mathematics arise in the real world Erik

A. Martens
4. Synchronization and dynamical differentiation in small networks of chaotic electrochemi-

cal oscillators Istvan Z. Kiss

MS12: Collective dynamics in living systems 14.00–16.00
Organizers: D. G. Míguez and R. Guantes Room 2
Chair: D. G. Míguez and R. Guantes

1. Forces and waves during tissue growth Xavier Trepat
2. Collective animal behavior Gonzalo de Polavieja
3. Effects of coupling on sensory hair bundles Kai Dierkes
4. Regulation of neuronal differentiation at the neurogenic wavefront Saúl Ares

MS13: Spatio-temporal vegetation patterns in ecosystems 14.00–16.00
Organizers: M. Tlidi and M. Clerc Room 3
Chair: M. Tlidi and M. Clerc

1. Bistability in savanna/forest systems Roberto André Kraenkel
2. A quantitative theory of vegetation patterns in arid landscapes Mustapha Tlidi
3. Recent remote-sensing observations shed new light on broad scale vegetation patterns in

drylands and raise new challenges for self-organization models Pierre Couteron
4. Strong interaction between plants induces circular barren patches: fairy circles Cristian

Fernandez-Oto

MS14: Quantum-chaotic dynamics: Theory and experiment 14.00–16.00
Organizers: I. Dana Room 4
Chair: S. Wimberger

1. News from the (quantum) kicked rotor Sandro Wimberger
2. (Quantum) chaos, disorder, and ultracold atoms Jean Claude Garreau
3. Kicked rotor dynamics as a test system for Bose-Einstein condensate dynamical depletion

Simon A. Gardiner
4. Staggered ladder quasienergy spectra for generic quasimomentum Itzhack Dana

MS15: Molecules in motion through phase space bottlenecks 14.00–16.00
Organizers: R. M. Benito and F. Borondo Room 5
Chair: F. Borondo

1. Detecting and analyzing methods of normally hyperbolic invariant manifolds Hiroshi Ter-
amoto

2. Stochastic transition states and reaction barriers Thomas Bartsch
3. Including roaming trajectories within the TST fold Rigoberto Hernández
4. Normal forms for the dynamics of a laser-driven chemical reaction Àngel Jorba

Poster and wine session 16.00–18.40
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WEDNESDAY, June 5, 2013

PT5: Plenary talk Chair: D. Papo9.00–9.45
A new metrics for the economic complexity of countries and products Luciano PietroneroRoom 1

PT6: Plenary talk Chair: D. Papo9.45–10.30
Model studies of electron transfer and conduction mediated by solitons in 1D and 2D crystal
lattices Manuel G. Velarde

Room 1

Coffee break10.30–11.00

MS16: Control of synchronization in delay-coupled networks11.00–13.00
Organizers: E. Schöll and A. ZakharovaRoom 1
Chair: E. Schöll

1. Generalized synchronization properties of delay-coupled semiconductor lasers Ingo Fis-
cher

2. Symmetry-breaking oscillation death in nonlinear oscillators with time-delayed coupling
Anna Zakharova

3. Patterns of synchrony and death in networks with time delays Fatihcan M. Atay
4. Control of synchronization patterns in neural-like Boolean networks David P. Rosin

MS17: Localized structures of light in dissipative media II11.00–13.00
Organizers: M. Tlidi, K. Staliunas and K. PanajotovRoom 2
Chair: M. Tlidi, K. Staliunas and K. Panajotov

1. Spontaneous spatial structures in cold atoms due to opto-mechanical coupling William
Firth

2. Strong non-local coupling stabilizes localized structures Daniel Escaff
3. Towards temporal cavity solitons in semiconductor ring lasers Stephane Barland
4. Slowly evolving vector solitons in mode locked fibre lasers Sergey V. Sergeyev

MS18: Longwave and multiscale pattern formation11.00–13.00
Organizers: A. Nepomnyashchy and S. ShklyaevRoom 3
Chair: A. Nepomnyashchy

1. Instabilities of perfect periodic large-scale wavy patterns Sergey Shklyaev
2. Pattern formation in horizontally vibrated rectangular containers Jose M. Vega
3. Long-wave description of the dynamics of evaporative pattern deposition Uwe Thiele
4. Pattern formation in drying thin liquid films Pierre Colinet

MS19: Interacting populations on social and ecological networks11.00–13.00
Organizers: R. M. Benito and J. C. LosadaRoom 4
Chair: R. M. Benito

1. Modeling bipartite networks with nestedness Javier Galeano
2. Monitoring Twitter. Tools for social graph visualization and automatic text classification

Juan Pablo Cárdenas
3. Efficiency of human activity on information spreading on Twitter Alfredo J Morales
4. Meritocracy in the age of networks Javier Borondo

MS20: Dissipative solitons11.00–13.00
Organizers: O. DescalziRoom 5
Chair: O. Descalzi

1. Rare transitions in the carbon monoxide oxidation on Palladium(111) in ultra-high-vacuum
conditions Jaime E Cisternas

2. Traveling convectons in binary mixtures Isabel Mercader
3. Explosive dissipative solitons Carlos Cartes
4. Localized hexagonal patches of spikes on a layer of ferrofluid Reinhard Richter

Lunch break13.00–14.00
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WEDNESDAY, June 5, 2013

PT7: Plenary talk Chair: J.M. Buldú 14.00–14.45
The Fragility of Interdependency: Coupled Networks & Switching Phenomena H. Eugene Stanley Room 1

PT8: Plenary talk Chair: J.M. Buldú 14.45–15.30
Title TBA Mitchell J. Feigenbaum Room 1

Coffee break 15.30–16.00

Excursion and conference dinner 16.00–24.00

XXXIII Dynamics Days Europe 2013 11



THURSDAY, June 6, 2013

PT9: Plenary talk Chair: J. A. Almendral9.00–9.45
Mechanism of dissipation in turbulent quantum fluids at ultra low temperatures Itamar ProcacciaRoom 1

PT10: Plenary talk Chair: J. A. Almendral9.45–10.30
Distinguishing signatures of determinism and stochasticity in spiking complex systems Cristina
Masoller

Room 1

Coffee break10.30–11.00

MS21: Dynamics of multistable systems11.00–13.00
Organizers: A. PisarchikRoom 1
Chair: A. Pisarchik and R. Jaimes-Reátegui

1. Study of multistate intermittency and extreme pulses by low-pass filtered noise in a fiber
laser Rider Jaimes-Reátegui

2. Noise-induced bistability and on-off intermittency in mutually coupled semiconductor lasers
Alexander N. Pisarchik

3. Inhomogeneous stationary and oscillatory regimes in coupled chaotic oscillators Evgeny
Volkov

4. Extreme multistability and synchronization in coupled systems Ulrike Feudel

MS22: Stochastic population dynamics11.00–13.00
Organizers: B. MehligRoom 2
Chair: B. Mehlig

1. Metapopulation dynamics on the brink of extinction Bernhard Mehlig
2. Large velocity fluctuations of stochastic invasion fronts Baruch Meerson
3. Fluctuations as a source of population stability Alex Kamenev
4. Stochastic evolutionary game dynamics Arne Traulsen

MS23: Time series and causality networks11.00–13.00
Organizers: M. Small and D. KugiumtzisRoom 3
Chair: M. Small and D. Kugiumtzis

1. Nonlinear Granger causality: Guidelines for multivariate analysis Cees Diks
2. Investigating causal relationships – application to financial time series Angeliki Papana
3. Quantifying network interaction and synchrony in multi-electrode recordings Michael Small
4. EEG Analysis of information flow during music performance Xiaogeng Wan

MS24: Temporal cavity solitons and fronts in photonic crystal fiber resonators11.00–13.00
Organizers: M. Tlidi and A. VladimirovRoom 4
Chair: M. Tlidi and A. Vladimirov

1. Femtosecond pulse compression in Non linear photonic crystal fiber Lynda Cherbi
2. Dynamics of supercontinuum generated in photonic crystal fiber ring configurations Nico-

las Y. Joly
3. Linear wave packet structure and rogues waves statistics in nonlinear Schrödinger equa-

tion Saliya Coulibaly
4. Dark temporal cavity solitons in photonic crystal fiber resonators Mustapha Tlidi

MS25: Extreme events11.00–13.00
Organizers: Dynamics DaysRoom 5
Chair: A. Pumir

1. Rare event prediction in stochastic systems with multiple time scales Christoffer R. Heck-
man

2. Extreme fluctuations and long-time memory of large scale wind power production Oliver
Kamps

3. CANCELLED. Extreme relative velocities of heavy particles in turbulent flow Ewe-Wei Saw
4. Damped wind-driven rogue waves Constance Marie Schober
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THURSDAY, June 6, 2013

Lunch break 13.00–14.00

PT11: Plenary talk Chair: I. Leyva 14.00–14.45
Taming complexity: Controlling networks Albert-Lázló Barabási Room 1

CT11: Networks II 14.50–16.30
Chair: A.-L. Barabási Room 1

1. Network vulnerability to extreme events Ravindra E. Amritkar
2. The architecture of biologically inspired adaptive transport networks Johannes Gräwer
3. Analyzing the interplay among the layers of a multiplex on the overall diffusion dynamics

Nikos E Kouvaris
4. Hierarchies behind failure of heterogeneous media C. Felipe Saraiva Pinheiro
5. Sisyphus effect in neural networks with spike timing dependent plasticity Alessandro Torcini

CT12: Dynamics of coupled oscillators 14.50–16.30
Chair: C. Masoller Room 2

1. Phase dynamics of limit-cycle oscillators subjected to strong perturbations Wataru Kure-
bayashi

2. Sequential switching activity in ensembles of excitatory and inhibitory coupled oscillators
Grigory Osipov

3. Mean field and mean ensemble frequencies of a system of coupled oscillators Spase Petkoski
4. Complex dynamics and invariant tori in low-dimensional ensembles of oscillators. Ludmila

Vladimirovna Turukina
5. Emerging of new classical structures in coupled chaotic microcavities Jung-Wan Ryu

CT13: Nonlinear optics and lasers 14.50–16.30
Chair: C. Mirasso Room 3

1. Characterizing the dynamics of a semiconductor laser with optical feedback and modula-
tion using ordinal analysis Andrés Aragoneses Aguado

2. Distinguishing deterministic and noise-driven power-dropout events in semiconductor lasers
with delayed feedback Konstantin Hicke

3. Strong and weak chaos in networks of semiconductor lasers with time-delayed couplings
Thomas Jüngling

4. Experimental characterization of laser droplet generation dynamics Alexander Kuznetsov
5. Chaotic canard explosions in a slow-fast nonlinear optomechanical oscillator Francesco

Marino

CT14: Spatio-temporal dynamics 14.50–16.30
Chair: M.G. Velarde Room 4

1. Effects of nonlinear diffusion on biological population spatial patterns Celia Anteneodo
2. Spatial constraints in the distribution of linguistic diversity Jose A. Capitan
3. Spatial correlations in nonequilibrium reaction-diffusion problems by the Gillespie algo-

rithm Jose M. Ortiz de Zárate
4. On the stability of kink-like and soliton-like solutions of the generalized convection-reaction-

diffusion equation Vsevolod Vladimirov
5. Selection of spiral waves in excitable media with a phase wave at the wave back Vladimir

Zykov

CT15: Biophysics and biomedicine 14.50–16.30
Chair: S. Manrubia Room 5

1. Biophysical origins of the second pitch-shift effects Florian Gomez
2. Evolutionary dynamics of populations with genotype-phenotype map Esther Ibañez
3. Heart rate variability analysis and its effectiveness in differentiate diseases Laurita dos San-

tos
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4. Detecting nonlinear dynamics in human heart rate variability by deterministic nonlinear
prediction Nina V. Sviridova

5. The interaction of disease spread and information propagation in metapopulation networks
Bing Wang

Coffee break16.30–17.00

CT16: Chaos17.00–18.40
Chair: M.J. FeigenbaumRoom 1

1. New theory of intermittency. Effect of noise on the length probability density Ezequiel del
Rio

2. Universal scaling of Lyapunov-exponent fluctuations in space-time chaos Juan Manuel
López

3. From mode competition to polarization chaos in free-running VCSELs Martin Virte
4. Stability index for riddled basins of attraction Ummu Atiqah Mohd Roslan
5. Universality in weak chaos Roberto Venegeroles

CT17: Stochastics processes17.00–18.40
Chair: J. García-OjalvoRoom 2

1. Stochastic crater at the nanoscale: experimental evidences Cédric Barroo
2. A binomial stochastic simulated study of mutualism Javier Garcia-Algarra
3. Patterns and survival of competitive Levy and Brownian walkers Emilio Hernández-García
4. Noise assisted morphing of memory and logic function Vivek Kohar
5. Effects of noise on the Shapiro steps Jasmina Tekic

CT18: Biological and ecological systems17.00–18.40
Chair: U. FeudelRoom 3

1. Micro and macro-scale models of population dynamics in a cell culture M. Gokhan Habi-
boglu

2. Complex communication between social whales Sarah Hallerberg
3. A functional network representation of the DNA Shambhavi Srivastava
4. Physical properties of the phloem constrain size and shape of leaves Henrik Ronellenfitsch
5. Spatio-temporal dynamics of ecosystems for acorn masting and ecological management

Tiejun Zhao

CT19: Statistical physics17.00–18.40
Chair: L. PietroneroRoom 4

1. Criticality in dynamic arrest: Correspondence between glasses and traffic A. S. de Wijn
2. Complex Systems with an H-Theorem Ricardo Lopez-Ruiz
3. Nonequilibrium phase transitions caused by dynamical traps Ihor Lubashevsky
4. The mechanics of structured particles and why it is important Vyacheslav Michailovich Som-

sikov
5. A tower of scales in plasma modeling: Order, disorder, fusion Michael G Zeitlin

CT20: Fluid dynamics17.00–18.40
Chair: I. ProcacciaRoom 5

1. CANCELLED. Extreme events in turbulent relative dispersion Jérémie Bec
2. Numerical simulation of hypersonic real gas flow Stanislav Viktorovich Kirilovskiy
3. Hydrodynamic instability in two orbiting particles levitated in a vibrated liquid Liang Liao
4. Limit cycle behavior in the statistical description of turbulent Rayleigh-Bénard convection

Johannes Lülff
5. Numerical study for convection near the stability threshold in a finite homogeneously

heated fluid layer. Olga Mazhorova
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FRIDAY, June 7, 2013

PT12: Plenary talk Chair: E. Pereda 9.00–9.45
Meso-scale structures induce characteristic instabilities in networks of coupled dynamical sys-
tems Anne Ly Do

Room 1

PT13: Plenary talk Chair: E. Pereda 9.45–10.30
Time as coding space for information processing in the cerebral cortex Wolf Singer Room 1

Coffee break 10.30–11.00

MS26: Complex networks in climate dynamics 11.00–13.00
Organizers: E. Hernández-García Room 1
Chair: E. Hernández-García

1. Network of networks and the climate system Juergen Kurths
2. Interaction network based early warning indicators for the Atlantic MOC collapse Henk A.

Dijkstra
3. Coupling within and across multiple scales of climate dynamics Milan Paluš
4. No signs of lag-time effects in the connectivity of climate networks constructed with sur-

face temperature anomalies Giulio Tirabassi

MS27: Multiplex time-varying and evolutive complex networks 11.00–13.00
Organizers: R. Criado and M. Romance Room 2
Chair: M. Romance and R. Criado

1. Emergence of network features from multiplexity Jesus Gomez-Gardenes
2. Stability of boolean multilevel networks Yamir Moreno
3. Time-varying directed networks from EEG signals Fabrizio de Vico Fallani
4. Multiple opinion leaders in a multi-layer social network Rosa María Benito

MS28: Control of nonlinear systems 11.00–13.00
Organizers: Dynamics Days Room 3
Chair: A. Pisarchik

1. Application of act and wait control to oscillatory network desynchronization Irmantas Ratas
2. Granular fronts in parametrically forced shallow granular layers Claudio Falcón
3. Beyond the odd number limitation: Control matrix design for time delayed-feedback con-

trol algorithm Kestutis Pyragas
4. Optimal control of nonlinear dynamics: Quantum-classical correspondence Toshiya Takami

MS29: The critical role of dynamics in hearing 11.00–13.00
Organizers: J. Cartwright and R. Stoop Room 4
Chair: J. Cartwright and R. Stoop

1. Stochastic resonance in a full model of the peripheral auditory pathway Stefan Martignoli
2. From physiology to psychophysics to electronics: The role of nonlinear dynamics in pitch

perception Diego Luis Gonzalez
3. Dynamics of otoacoustic emissions in lizards Oreste Piro
4. Fish: how do they hear; and how do they make their ears? Julyan Cartwright

MS30: From the neuronal systems to the brain 11.00–13.00
Organizers: E. Pereda and F. Maestú Room 5
Chair: E. Pereda

1. Causal estimates in the presence of mixed and colored noise Guido Nolte
2. Shadows of early development on brain’s functional network: An exploratory study on

complex brain networks in preschool years (3-4 years) Joydeep Bhattacharya
3. Classification of ADHD patients from EEG patterns of functional connectivity using Bayesian

networks Ernesto Pereda
4. Anticipated synchronization in cortical circuits Claudio R Mirasso

Closing 13.00–13.30

Lunch break 13.30–14.30

XXXIII Dynamics Days Europe 2013 15





POSTER LIST





Poster List

P1 Normal form transformation explains effect of noise near Hopf bifurcation Matthew James
Aburn

P2 Chaotic dynamics in multidimensional transition states Ali Allahem
P3 Parameter estimation in nonlinear models Leandro Martin Alonso
P4 Nonlinear oscillations in birdsong Leandro Martin Alonso
P5 Dynamical features of interictal spikes in the human brain undergoing anesthesia Leandro

Martin Alonso
P6 Stochastic simulation of people moving in confined spaces Everaldo Arashiro
P7 Aging and memory maintenance: Tracking the evolution of functional networks Pedro Ariza
P8 Collective almost synchronisation in complex networks M. S. Baptista
P9 From mono- to bi- modal self-sustained periodic oscillations: Nanoscale catalytic NO2 re-

duction Cédric Barroo
P10 Contemporary tools for reducing the model error in weather and climate forecasting models

Lasko Basnarkov
P11 Controlling the system with hyperbolic attractor Sergey Tichonovich Belyakin
P12 Determining functional and physical connectivity in complex time-series Ezequiel Bianco-

Martinez
P13 Intermingled basins in coupled Lorenz systems Sabrina Camargo
P14 Fermi acceleration in the annular billiard under magnetic field action Bruno Castaldi
P15 Experimental study of firing death in a network of chaotic FitzHugh-Nagumo neurons Marzena

Ciszak
P16 Phase noise performance of double-loop optoelectronic microwave oscillators Pere Colet
P17 High-speed key exchange using chaotic systems Pere Colet
P18 Synchronization and Quantum Correlations in Harmonic Networks Pere Colet
P19 Adler synchronization of spatial laser solitons pinned by defects Pere Colet
P20 Tuning the period of square-wave oscillations in two delay coupled systems with delay feed-

back Pere Colet
P21 Longitudinal and large scale characterization of freely self-organized cultured neural net-

works Daniel de Santos-Sierra
P22 Towards a biophysical description of contractile pulses of amnioserosa cells during dorsal

closure Kai Dierkes
P23 Multivariate extensions of recurrence networks: Geometric signatures of coupled nonlinear

systems Jonathan F. Donges
P24 Predator-prey systems with seasonal migration John Gerard Donohue
P25 Scaling exponents of rough surfaces generated by damage spreading in the Ising model Fe-

lipe Aguiar Severino dos Santos
P26 Implementation of an optoelectronics logic gate dynamically flexible using a laser fiber, nu-

merical study Juan Hugo García-Lopez
P27 Formation of two-kink solitons due to the presence of a localized external force Monica A.

Garcia-Nustes
P28 Dynamics of the early stage of pattern formation in the ferrocyanide-iodate-sulfite reaction-

diffusion system: branching and budding Vilmos Gáspár
P29 Building a triple agent model for financial markets Elena Green
P30 Phase diagram of a cyclic predator-prey model with neutral-pairs exchange Nara Guisoni
P31 Interfacial properties in a discrete model for tumor growth Nara Guisoni
P32 A quantitative model for tissue homeostasis Nara Guisoni
P33 Chimera states in networks of excitable elements Johanne Hizanidis
P34 CANCELLED. The nature of weak generalized synchronization in chaotically driven maps

Haider Hasan Jafri
P35 Preferential growth of weighted mutualistic networks Manuel Jimenez-Martin
P36 Synchronization and spatial coherence of neuronal populations increase the probability of

seizure termination. Premysl Jiruska
P37 Emergence of epidemics in rapidly varying networks Vivek Kohar
P38 Pattern formation and control in networks of bistable elements Nikos E Kouvaris
P39 Chimera states for repulsively coupled oscillators Volodymyr Maistrenko
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P40 Consistency, complex networks and mild cognitive impairment Johann Heinz Martínez Huartos
P41 Decision support systems towards the intelligent analysis and classification of cerebral in-

flammation as measured with multi-parametric Magnetic Resonance Ana Belén Martín-Recuero
P42 Dynamics of the individual properties and the collective behavior in living matter Shiraishi

Masashi
P43 Extreme intensity pulses in a semiconductor laser with a short external cavity Cristina Ma-

soller
P44 The role of diffusion and shear diversity in collective synchronization Ernest Montbrió
P45 Infinite modal map and on-off intermittency Masaki Nakagawa
P46 Complex network analysis of connectivity patterns from MEG data of epileptic patients Guiomar

Niso
P47 Analytical properties of autonomous systems controlled by extended time-delay feedback in

the presence of a small time delay mismatch Viktor Novičenko
P48 Front pinning induced by spatial inhomogeneous forcing in a Fabry-Pérot Kerr cavity with

negative diffraction Vincent Odent
P49 Exact analysis of stochastic bifurcation in ensembles of globally coupled limit cycle oscilla-

tors with multiplicative noise Keiji Okumura
P50 Causality Information planes: a new tool for dynamical systems Felipe Olivares
P51 Exchange rate volatility and economic calendar announcements: Some causal calculations

Guillermo Ortega
P52 Directed communication-through-coherence during synchronous transients Agostina Palmi-

giano
P53 Distinct bifurcation mechanisms for binary decision making in biological systems Benjamin

Pfeuty
P54 Consistency through transient chaos Antonio Javier Pons
P55 Observation of star-shaped surface gravity waves. Jean Rajchenbach
P56 Computing chaotic eigenfunctions using localized wave functions over periodic orbits Fabio

Revuelta
P57 Reaction rate calculation for dissipative systems using invariant manifolds Fabio Revuelta
P58 Inference in networks embedded in metric spaces Victor Manuel Rodriguez Mendez
P59 A study of spontaneous activity in modular neural networks made of neurons of different

intrinsic dynamics Antonio C. Roque
P60 Networks of oceanic transport in the mediterranean Enrico Ser Giacomi
P61 Experimental implementation of maximally synchronizable graphs Ricardo Sevilla
P62 Review of cases of integrability in dynamics of low- and multidimensional rigid body in a

nonconservative field Maxim V. Shamolin
P63 Synchronization of quasiperiodic oscillations by pulses action. Nataliya Stankevich
P64 Adaptive POD-based ROMs to approximate bifurcation diagrams Filippo Terragni
P65 The role of Pacific decadal oscillation in climate dynamics Giulio Tirabassi
P66 Multi-fractal relation in seismicity statistics: Data analysis of earthquakes around 3.11.2011

Satoru Tsugawa
P67 CANCELLED. Chimera States with Multiple Coherent Regions Sangeeta Rani Ujjwal
P68 Neural dynamics underlying spatio-temporal low-frequency fluctuations in the resting brain

activity Vesna Vuksanovic
P69 Stochastic models for climate reconstructions Johannes P Werner
P70 Analysis of cerebral inflammation MRI data by means of complex networks Massimiliano Zanin
P71 The topological model for a qubit: Quantum states in the sheaf framework Michael G Zeitlin
P72 Periodic dynamics of intrinsically motivated learning Arkady Zgonnikov
P73 Human control of dynamical systems: Insights from virtual stick balancing Arkady Zgonnikov
P74 Global stability and local bifurcations in a two-fluid model for tokamak plasma Delyan Atanasov

Zhelyazov
P75 Reconstruction of causality from short environmental time series Heidelinde Röder
P76 Collective Chaos and Chimera States in pulse-coupled neural networks Simona Olmi
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PT1: Plenary talk Monday, June 3

PT1: Plenary talk

Synchronization in populations of chemical oscillators: Quorum Sensing, phase
clusters and chimeras

Kenneth Showalter

West Virginia University, Morgantown, USA; kshowalt@wvu.edu

We have studied large, heterogeneous populations of discrete chemical oscillators (∼100,000) to char-
acterize two different types of density-dependent transitions to synchronized behavior, a gradual Ku-
ramoto synchronization and a sudden quorum sensing synchronization. We also describe the formation
of phase clusters, where each cluster has the same frequency but is phase shifted with respect to other
clusters, giving rise to a global signal that is more complex than that of the individual oscillators. Finally,
we describe experimental and modeling studies of chimera states and their relation to other synchro-
nization states in populations of coupled chemical oscillators.
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Monday, June 3 MS1: Dynamical processes on complex networks

MS1: Dynamical processes on complex networks

The study of propagation and evolutionary dynamical processes taking place on complex networks has
recently attracted the interest of researchers belonging to a wide variety of fields. The reason is that
the development of a common methodology in this context could hopefully allow analyzing dynami-
cal behaviours on biological, technological or sociological systems from a general and more powerful
perspective. From a dynamical point of view, two kinds of processes occurring on a network can be
analyzed: (i) those that take place in static networks and therefore maintain the topology of the network,
and (ii) those occurring in dynamic or evolving networks, where the number of nodes or their connec-
tions vary with time. In this mini symposium, we focus on recent relevant results obtained for both kinds
of processes, paying special attention to its generality and applicability to real systems. The invited
speakers will analyze a wide range of systems, from social to genotype networks, and will discuss the
new challenges that this promising subject should face in the forthcoming years.

Organizers: D. Gómez-Ullate and J. Aguirre

Synchronization in contact networks of mobile oscillators

Albert Diaz-Guilera1, Oleguer Sagarra2 and Luce Prignano3

Universitat de Barcelona, Barcelona, SPAIN
1albert.diaz@ub.edu

I present some recent results obtained in our group about time dependent networks as formed by mobile
agents that interact when they are within some range. Different types of dynamics have been imple-
mented and different regimes are observed. Transitions between regimes are characterized by defining
the appropriate control parameters.

Using Friends as Sensors to Detect Global-Scale Contagious Outbreaks

Manuel Garcia-Herranz1, Esteban Moro2, Manuel Cebrian3, Nicholas A Christakis4

and James H Fowler5

1Universidad Autónoma de Madrid, Madrid, Spain;
2Universidad Carlos III de Madrid, Leganes, Spain; emoro@math.uc3m.es
3NICTA, Melbourne, Australia;
4Harvard University, Cambridge, USA;
5University of California San Diego, San Diego, USA;

Recent research has focused on the monitoring of global-scale online data for improved detection of
epidemics, mood patterns, movements in the stock market, political revolutions, box-office revenues,
consumer behaviour and many other important phenomena. However, privacy considerations and the
sheer scale of data available online are quickly making global monitoring infeasible, and existing methods
do not take full advantage of local network structure to identify key nodes for monitoring. Here, we
develop a model of the contagious spread of information in a global-scale, publicly-articulated social
network and show that a simple method can yield not just early detection, but advance warning of
contagious outbreaks. In this method, we randomly choose a small fraction of nodes in the network and
then we randomly choose a "friend" of each node to include in a group for local monitoring. Using six
months of data from most of the full Twittersphere, we show that this friend group is more central in the
network and it helps us to detect viral outbreaks of the use of novel hashtags about 7 days earlier than
we could with an equal-sized randomly chosen group. Moreover, the method actually works better than
expected due to network structure alone because highly central actors are both more active and exhibit
increased diversity in the information they transmit to others. These results suggest that local monitoring
is not just more efficient, it is more effective, and it is possible that other contagious processes in global-
scale networks may be similarly monitored.
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MS1: Dynamical processes on complex networks Monday, June 3

Competition between complex networks: phenomenology and winning strate-
gies

Jacobo Aguirre1, David Papo2 and Javier M. Buldú3

1Centro de Astrobiologia, Madrid, Spain; aguirreaj@cab.inta-csic.es
2Center for Biomedical Technology (UPM), Madrid, Spain; papodav@gmail.com
3Center for Biomedical Technology (UPM) and URJC, Madrid, Spain; javier.buldu@urjc.es

Competitive interactions represent a driving force behind evolution and natural selection in biological and
sociological systems. For example, websites may compete over the same group of internauts, animals
in an ecosystem may vie for resources, and firms in a market economy may compete over customers.
In the present study we derive general rules governing the competitive interactions between groups of
agents organized in networks [1]. We show that the winner of the competition, and the time needed to
prevail, essentially depend on the way a given network connects to its competitors and on its internal
structure. Furthermore, we provide strategies through which competing networks can improve on their
situation, and introduce a competition parameter Ω to assess the extent to which real networks optimize
the outcome of their interaction.
The proposed approach is applicable to a wide range of social, biological, or technological systems that
can be modeled as networks.

[1] J. Aguirre, D. Papo and J.M. Buldú. Nature Physics advance online publication 24 Feb 2013.
DOI:10.1038/NPHYS2556

Search for optimal function in RNA populations evolving over networks of geno-
types

Michael Stich*1 and Susanna C. Manrubia2

1Harvard University, Cambridge, USA; mstich@fas.harvard.edu
2Centro de Astrobiologia (CSIC-INTA), Torrejon de Ardoz, Spain;
scmanrubia@cab.inta-csic.es

RNA molecules, through their dual identity as sequence and structure, are an appropriate experimental
and theoretical model to study the genotype-phenotype map and evolutionary processes taking place
in simple replicator populations. As RNA sequences mutate, they not only explore the genotype space,
but also access new, possibly very different structures. Therefore, a population moves at the same time
dynamically on the regular network formed by sequences and on the network formed by the structures.
We assume that RNA secondary structure is a simple representation of the phenotype of the molecule,
and we identify a given target structure as the one conferring optimal function to the population in a
given environment, i.e., we apply a selective pressure. In this presentation, we review some well-known
properties of the sequence-structure map, in particular the existence of common and rare structures.
Then, we relate these properties with the number of replication events that an initially random popula-
tion of sequences needs in order to find that structure through mutation and selection. For common
structures, this search process turns out to be much faster than for rare structures. Furthermore, search
and mutation processes are more efficient in a wider range of mutation rates for common structures,
thus indicating that evolvability of RNA populations is not simply determined by abundance. We also
find dependence on the number of base pairs forming the structure and the nucleotide content. As a
result, although the population moves on the simple network of sequences, the sequence-structure map
and the complex phenotype space are fundamental to understand the evolution of the population. [*]

Centro de Astrobiologia (CSIC-INTA), Torrejón de Ardoz, Spain.

XXXIII Dynamics Days Europe 2013 25

mailto:aguirreaj@cab.inta-csic.es
mailto:papodav@gmail.com
mailto:javier.buldu@urjc.es
mailto:mstich@fas.harvard.edu
mailto:scmanrubia@cab.inta-csic.es


Monday, June 3 MS4: Neuronal interactions and synchronization in epilepsy

MS2: Characterizing neuronal interactions and synchronization in
the brain dysfunction epilepsy

The disease epilepsy is associated with excessive synchronization of networks of neurons. For systems
studied in physics it was already observed by Christiaan Huygens that synchronization is caused by
interactions between dynamical systems. Evidently interactions between neurons are the basis of any
function of the brain, and synchronization is considered essential for higher cognitive functions. How-
ever, we are far from fully understanding what alterations in neuronal interactions underlie the hyper-
synchronization found in the brain dysfunction epilepsy. We address this problem by analysing signals
from the epileptic brain recorded at different spatial scales. At the largest scale we analyse electroen-
cephalographic (EEG) recordings which integrate the activity of millions of neurons from volumes of
several cubic centimetres. At the smallest scale we analyse the firing activity of individual neurons. On
this microscopic scale we aim to identify the rules governing the circuit dynamics in epilepsy. On the
macroscopic EEG scale we discuss how nonlinear measures for synchronization can help to localize
the seizure generating brain area from the seizure-free interval. Here, we study the influence of an im-
portant confounding factor: the nonstationarity of the dynamics. We use causality measures to monitor
the temporal evolution of brain connectivity in the course of epileptiform discharges. We analyze how
Transcranial Magnetic Stimulation can alter neuronal interactions during these discharges and possibly
terminate them.

Organizers: R. G. Andrzejak

Focusing outside the focus the causes of focal seizures

Guillermo José Ortega1, Rafael García de Sola2 and Jesús Pastor3

Hospital Universitario de la Princesa, Madrid, Spain
1gjortega.hlpr@salud.madrid.org
2rgsola@neurorgs.com
3jesus.pastor@salud.madrid.org

The traditional treatment of drug-resistant temporal lobe epilepsy is in locating and removing the so
called epileptic "focus", the cortical area responsible of the epileptic seizures. However, even in cases
where the focus has been correctly located and eliminated, post-operative seizures are still present.
In this talk we will present some new results based on the nonlinear time series analysis of neuro-
physiological records from epilepsy patients. Our results show that the underlying dynamic of synchro-
nization/desynchronization between several cortical areas could be the key element to be considered.
Surgery strategies should therefore be aimed to destroy the synchronizability properties of the limbic
network instead of focusing in removing the epileptogenic region.

Dynamic markers of epileptogenesis and seizures at multiple scales

Liset Menendez de la Prida

Instituto Cajal CSIC, Madrid, Spain; lmprida@cajal.csic.es

Epilepsy is a dynamic disease associated with excessive synchronization of neuronal networks. Recent
evidence shows that epileptiform activities result from complex dynamic interactions between neuronal
networks characterized by firing heterogeneity and dynamical evolution of synchronization. Here, I will
discuss our recent data aimed to identify the rules governing circuit dynamics in temporal lobe epilepsy,
obtained with a combination of techniques including multi-site recordings and single-cell electrophysiol-
ogy. We will focus on different forms of activity, including several types of oscillations that can be used
as dynamic markers of epileptogenesis and ictogenesis.
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MS4: Neuronal interactions and synchronization in epilepsy Monday, June 3

Brain connectivity during epileptiform discharges is altered by TMS

Dimitris Kugiumtzis1 and Vasilios K. Kimiskidis2

Aristotle University of Thessaloniki, Thessaloniki, Greece
1dkugiu@gen.auth.gr
2kimiskid@auth.gr

The connectivity structure of brain areas is believed to change under pathological brain conditions, such
as epileptic seizures. Here we study interictal discharges and subclinical epileptic seizures, collectively
termed epileptiform discharges (ED), and we examine the brain connectivity before, during and after ED
[1]. The aim of the study is to investigate whether Transcranial Magnetic Stimulation (TMS) can alter the
brain connectivity during ED and possibly terminate the ED. We attempt to monitor the brain connectivity
from multi-channel electroencephalograms (EEG), and for this we employ a recently developed Granger
causality measure called partial mutual information from mixed embedding (PMIME) [2, 3]. PMIME has
the advantage to be able to detect direct causal effects in the presence of many inter-related variables.
We first show the appropriateness of PMIME for the multi-channel EEG analysis comparing it with other
known Granger causality measures (conditional Granger causality index and partial transfer entropy).
In particular, by estimating the Granger causality measures on sliding EEG segments, we show that
PMIME detects optimally the change of brain connectivity with the occurrence of ED. Then we present
evidence from PMIME that the administration of repetitive TMS alters the brain connectivity and possibly
terminates ED.

[1] V.K. Kimiskidis, D. Kugiumtzis, S. Papagiannopoulos and N. Vlaikidis. "Transcranial magnetic stimu-
lation (TMS) modulates epileptiform discharges in patients with frontal lobe epilepsy: a preliminary
EEG-TMS study". International Journal of Neural Systems 23(01) 1250035 (2013).

[2] I. Vlachos and D. Kugiumtzis. "Non-uniform state space reconstruction and coupling detection".
Physical Review E 82 016207 (2010).

[3] D. Kugiumtzis. "Direct coupling information measure from non-uniform embedding". Submitted to
Physical Review Letters (2013).
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Monday, June 3 MS4: Neuronal interactions and synchronization in epilepsy

Electroencephalographic signals from seizure-generating brain areas: less ran-
domness, more nonlinear-dependence, and more stationarity

Ralph Gregor Andrzejak1, Kaspar Schindler2 and Christian Rummel3

1Universitat Pompeu Fabra, Barcelona, Catalonia; ralph.andrzejak@upf.edu
2qEEG group, Bern, Spain;
3Department of Neurology, Bern, Switzerland;

We combine surrogate time series with a nonlinear prediction error, a nonlinear interdependence mea-
sure, and linear variability measures to derive tests for randomness, nonlinear-independence, and sta-
tionarity, respectively [1]. We apply these tests to intracranial electroencephalographic recordings (EEG)
from patients with pharmaco-resistant focal-onset epilepsy. These EEG recordings were performed as
part of the invasive phase of epilepsy diagnostics. The clinical purpose of these recordings was to de-
lineate the brain areas to be surgically removed in the individual patients in order to achieve seizure
control. This allowed us to define two distinct sets of signals: One set of signals recorded from brain
areas where the first seizure related EEG signal changes were detected as judged by expert visual in-
spection (‘focal EEG signals’) and one set of signals recorded from brain areas that were not involved
at seizure onset (‘nonfocal EEG signals’). In our analysis, we restrict ourselves to recordings from the
seizure-free interval. We will present the rejection probabilities of the different tests obtained for the focal
and nonfocal signals. Furthermore, we will study the mutual dependence between the rejections of the
different tests. Our results show that focal EEG signals are less random, more nonlinear-dependent,
and more stationary compared to nonfocal EEG signals. In consequence, this analysis can help to
distinguish focal and nonfocal signals and thereby help to localize brain areas where seizures originate
without the necessity to observe actual seizure activity. The data, source code, and detailed results of
this study can be found at http://sigan.upf.edu.

[1] R.G. Andrzejak, K. Schindler and C. Rummel. Phys. Rev. E 86 046206 (2012).
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MS3: Nonlinear dynamics in lasers: Fundamental Issues and Novel
Applications I

Dynamics of single- and double-contact hybrid-cavity semiconductor lasers un-
der fast frequency tuning by an intracavity filter

Eugene Avrutin

University of York, York, UK; eugene.avrutin@york.ac.uk

Fast tunable lasers can find a number of applications, mainly in information acquisition systems. One ex-
ample is tunable laser spectroscopy, or swept source Optical Coherence Tomography (OCT) [1] Swept-
source OCT typically uses external cavity laser diodes frequency-swept by means of a tunable intracavity
filter. Ring lasers have been used previously [2]; however, the recent development of a highly frequency
selective, compact reflecting filter [1, 3] has allowed a simpler, more compact Fabry-Pérot construction
to be used [1] and shows complex dynamics with strong asymmetry depending on the direction of tun-
ing. Previously, we have used numerical modeling to relate the peculiarities of this dynamics to the laser
parameters and investigate the roles of linewidth enhancement factor, tuning speed, and filer bandwidth
[4]. In the talk, the analysis will be extended to present a more systematic view and also to consider
reducing the tuning asymmetry, by using a multicontact laser with an intracavity saturable absorber (SA).
We use the well-tested travelling wave laser model LasTiDom (see [4]). The structure simulated consists
of an active semiconductor chip with, with or without an SA, with the outer facet reflecting and the inner
facet (facing a passive cavity) with zero reflectance, a passive resonator, and a tunable reflector simu-
lating the filter. The gain chip is assumed to be a MQW semiconductor laser amplifier; the parameters
are largely taken from the literature, and the tuneable filter is modeled as in [4].
In a single-contact structure, as in [4], the laser dynamics under red tuning (from short to long wave-
length) and a filter bandwidth exceeding the intermodal distance shows, with an increase in the sweeping
speed, a bifurcation sequence including quasi-single-mode mode hopping, irregular chaotic dynamics,
period doubled self mode locking, and period-one self mode locking. Under blue tuning, the dynamics
is always irregular, the output power is lower, and the frequency tuning range shorter than under red
tuning. This is due to unfavourable modal interaction during sweeping, quantified by the linewidth en-
hancement factor αH . In a hypothetical structure with αH = 0, the tuning would be symmetrical as in
[2, 3, 4].
It can be expected that in a laser with the SA, the opposite actions of self-phase modulation in gain and
SA sections can cancel each other and lead to more symmetric tuning. Indeed with the SA included
in the cavity, the laser always shows mode locked dynamics, fundamental or harmonic depending on
pumping current, as can be expected. Qualitative asymmetry between red and blue tuning is thus re-
moved, and the average power curve is somewhat more symmetric than in the single-cavity laser though
complete removal of asymmetry has not yet been achieved.

[1] M. Kuznetzov et al. Proc. SPIE 7554 75541F (2010).
[2] A. Bilenca, S.H. Yun, G.J. Tearney and B.E. Bouma. Opt. Lett 31 760 (2006).
[3] D.C. Flanders, W.A. Atia, B.C. Johnson, M.E. Kuznetsov, C.R. Melendez. US Patent Application

2009/0290167 A1.
[4] E.A. Avrutin and L. Zhang. Proc. 14th ICTON conference, Coventry, UK, 2012 paper Mo.C.4.3,

IEEE (2012).
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Oscillatory and excitable dynamics of dissipative solitons in optical cavities

Pere Colet1, Adrian Jacobo2, Pedro Parra-Rivas3, Damià Gomila4 and Manuel A.
Matías5

1IFISC (CSIC-UIB), Palma de Mallorca, Spain; pere@ifisc.uib-csic.es
2Rockefeller University, New York, USA; ajacobo@mail.rockefeller.edu
3IFISC (CSIC-UIB), Palma de Mallorca, Spain; parrariv@gmail.com
4IFISC (CSIC-UIB), Palma de Mallorca, Spain; damia@ifisc.uib-csic.es
5IFISC (CSIC-UIB), Palma de Mallorca, Spain; Manuel.Matias@ifisc.uib-csic.es

Dissipative solitons (DS) arise in a large variety of systems from a balance between nonlinearity and
spatial coupling, and driving and dissipation. In optical cavities, DS (also known as cavity solitons) have
been proposed as bits for all-optical memories [1], due to their spatial localization and bistable coexis-
tence with the fundamental solution.
Beyond the steady state regime, DS can display a variety of dynamical regimes such as periodic oscilla-
tions, chaos, or excitability. Excitability mediated by DS [2], is different from the well-known dynamics of
excitable media, whose behavior stems from the (local) excitability present in the system without spatial
degrees of freedom. Excitability of DS is an emergent behavior, arising through the spatial interaction
and not present locally.
DS interact through their tails which typically are oscillatory. Static DS interact anchor at a discrete set of
distances [3]. Oscillatory LS are an example of non-punctual oscillators, i.e. oscillators with an internal
structure. The interplay between the coupling and the internal structure is a general phenomenon not
well understood. We study this by considering a prototypical model for a optical Kerr cavity [4]. When
two oscillating DS are placed close together, the mutual interaction locks the DS to three different equi-
librium distances and leads to the appearance of two limit cycles, one in phase and one in anti-phase.
For the smaller distance, the coupling of the oscillations with the spatial modes induces spatial oscilla-
tions leading to richer dynamics, including frequency beating of in-phase and anti-phase modes.
In the excitable regime we show that the interaction of DS can be used to perform all-optical logical
operations [5]. In particular it is possible to implement the AND, OR and NOT logic gates, providing
complete logic functionality. Bits are represented by an excitable excursion rather than by a stationary
solution. This provides a natural reset mechanism for the gates.
In many real systems, however, solitons are static, so oscillatory or excitable DS not generic. Here we
also present a novel mechanism that generically induces dynamical regimes, such as oscillations and
excitable behavior, in which the structure of the DS is preserved [6]. The mechanism which relies on
the interplay between spatial inhomogeneities and drift, can be implemented under very general con-
ditions, and allows for dissipative solitons in systems which do not have oscillatory states, such as the
prototypical Swift-Hohenberg equation, to display oscillations and type I and II excitability.

[1] W.J. Firth and C.O. Weiss. Opt. Photonics News 13 54 (2002); S. Barland et al. Nature 419 699
(2002).

[2] D. Gomila, M.A. Matías and P. Colet. Phys. Rev. Lett. 94 063905 (2005); D. Gomila et al. Phys. Rev.
E 75 026217 (2007).

[3] B. Schäpers, T. Ackemann and W. Lange. Phys. Rev. Lett. 85 748 (2000).
[4] L.A. Lugiato and R. Lefever. Phys. Rev. Lett. 58 2209 (1997).
[5] A. Jacobo et al. New J. Phys. 14 013040 (2012).
[6] P. Parra-Rivas et al. Phys. Rev. Lett. 110 064103 (2013).
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Nonlinear dynamics in semiconductor ring lasers

Jan Danckaert1, Lilia Mashal2, Werner Coomans3, Sifeu Takougang Kigni4, Stefano
Beri5, Lendert Gelens6 and Guy Van der Sande7

Vrije Universiteit Brussel, Brussels, Belgium
1jan.danckaert@vub.ac.be

Semiconductor Ring Lasers (SRLs) are a class of semiconductor lasers whose active cavity is char-
acterized by a circular geometry. SRLs have attracted attention recently (see e.g. www.iolos.org) for
mainly two reasons. On the one hand, SRLs are promising components in photonic integrated circuits
due to their potential in applications such as all-optical memories and data processing. On the other
hand, SRLs are prototypes for the large class of Z2 symmetric systems encountered in a wide number
of physical systems.
Our contribution reviews the stochastic and nonlinear dynamical behavior of single-longitudinal and sin-
gle transverse mode SRLs, putting emphasis on the experimentally observable dynamic features that
are a consequence of the ring symmetry. Theoretically, these effects can be addressed in a generic way
by investigating the invariant manifolds of the system.
We show how the ring symmetry can be broken in an experimentally controllable and reversible way,
and what consequences this symmetry breaking may have on the dynamical behaviour of the device.
In particular, we discuss mode hopping between multiple stable attractors present in the system [1, 2].
Also some unexpected behaviour of SRLs subject to optical injection is revealed [3]. We demonstrate
excitability in a single SRL [4, 5] and pulse excitations in coupled SRLs [6, 7]. This suggests that SRLs
are possible candidates for scalable optical excitable units, integrable on chip. Finally, we study SRLs
subjected to feedback exhibiting e.g. square-wave oscillations [8].

[1] S. Beri et al. Phys. Rev. Lett. 101 093903 (2008).
[2] L. Gelens et al. Phys. Rev. Lett. 102 193904 (2009).
[3] L. Gelens et al. Optics Express 16 10968 (2008).
[4] S. Beri et al. Phys. Lett. A 374 739 (2010).
[5] L. Gelens et al. Eur. Phys. J. D, DOI: 10.1140/epjd/e2010-00042-7 (2010).
[6] W. Coomans et al. Phys. Rev. E 84 036209 (2011).
[7] W. Coomans et al. APpl. Phys. Lett. 100 251114 (2012).
[8] L. Mashal et al. Optics Express 20 22503 (2012).
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Nonlinear dynamics in VCSELs with crossed polarization reinjection

Massimo Giudici1, Mathias Marconi2, Stéphane Barland3, Julien Javaloyes4 and
Salvador Balle5

1Institut Non Linéaire de Nice, Valbonne, France; massimo.giudici@inln.cnrs.fr
2Institut Non Linéaire de Nice, Valbonne, France; mathias.marconi@inln.cnrs.fr
3Institut Non Linéaire de Nice, Valbonne, France; stephane.barland@inln.cnrs.fr
4Universitat de les Illes Baleares, Palma de Mallorca, Spain; julien.javaloyes@uib.es
5Institut Mediterrani d’Estudis Avançats, Esporles, Spain; salvador@imedea.uib.es

Semiconductor laser output signal can be controlled by modulating its pumping current but this requires
high speed electronics and it is usually limited in bandwidth due to the electrical characteristics of the
laser diode and its mounting. For this reason the possibility of inducing emission of regular or chaotic
signals in semiconductor lasers under steady conditions of bias current has attracted a lot of interest
in the last two decades. These dynamics have been achieved by reinjecting a fraction of the emitted
field back into the laser with or without some modification (polarisation rotation or frequency filtering
for example). The dynamics hence obtained have the advantage of being self-sustained and robust
in the parameter space. Moreover, the bandwidth limitations of the signal generated come from the
internal time-scales of the laser (intraband and/or interband relaxation processes, photon lifetime) rather
than from the electrical parasitic in the laser package. In this contribution we will review the non linear
dynamics we have obtained taking advantage of the polarisation degrees of freedom of Vertical Cavity
Surface Emitting Lasers (VCSELs). The scheme we have studied is based on crossed-polarization re-
injection (XPR) where the laser output is split into its two linearly polarized components, LP-x and LP-y,
and only one of these components (LP-x, say) is fed back into the laser after being rotated into the
orthogonal polarization direction (LP-y) and with a delay τr. We will show that very regular square-wave
emission can be obtained in each of the LP components with a period close to 2τr. This result occurs in
VCSELs where the dichroism is strong enough and the emission occurs on a single polarization mode.
In VCSEL with small dichroism —hence which may display bistability in some parameter range— it is
possible to obtain square-wave emission by submitting the VCSEL to both XPR and weak polarization-
selective optical feedback (PSF). Finally we will show that crossed-polarization reinjection together with
PSF may lead to a pulsing behaviour in each polarisation component which exhibits the characteristics
of a mode-locking regime.
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MS4: Cardiac electromechanical modeling

Nonlinear field theories of continuum mechanics applied to cardiac dynamics and functions will be pre-
sented and discussed in this minisymposium. Different electromechanical formulations will address
tissue dependent dynamics through a multiscale view of the problem. Clinical applications related to
cardiac arrhythmias study and control will be treated by means of theoretical modeling of excitable bio-
logical media. A multiphysical approach towards a comprehensive analysis of heart tissue functions will
be adopted.

Organizers: S. Filippi and A. Gizzi

Theoretical electromechanics of cardiac tissue

Alessio Gizzi1, Christian Cherubini2, Simonetta Filippi3 and Anna Pandolfi4

1University Campus Bio-Medico of Rome, Rome, Italy; a.gizzi@unicampus.it
2University Campus Bio-Medico of Rome, Rome, Italy; c.cherubini@unicampus.it
3University Campus Bio-Medico of Rome, Rome, Italy; s.filippi@unicampus.it
4Politecnico di Milano, Milan, Italy; anna.pandolfi@polimi.it

A general theoretical framework for the formulation of constitutive equations of anisotropic electrome-
chanical active media is presented. The approach is based on the additive decomposition of the
Helmholtz free energy in elastic and inelastic parts and on the multiplicative decomposition of the
deformation gradient in passive and active parts. We describe a thermodynamically sound scenario
that accounts for geometric and material nonlinearities. The general approach is specialized then to
a particular material model with the aim to address the behavior of heart tissue as biological media
with hyperelastic contractile properties. The system undergoes rather large deformations, therefore the
underlying biophysical dynamics cannot be described by means of the infinitesimal theory of elastic-
ity. The electromechanical coupling is here introduced via the spatial gradient of the membrane action
potential signal. We describe the solution of an evolutive uniaxial problem related to simplified electro-
physiological models, discussing the numerical solution with respect to the emerging spatio-temporal
nonlinear dynamics.

Suitable numerical methods and related modeling issues in the study of cardiac
electromechanics

Ricardo Ruiz Baier1, Simone Rossi2, Davide Ambrosi3 and Alfio Quarteroni4

1EPFL, Lausanne, Switzerland; ricardo.ruiz@epfl.ch
2EPFL, Lausanne, Switzerland;
3MOX - Polimi, Milano, Italy;
4EPFL, Lausanne, Switzerland;

We discuss the development of robust finite element methods and accurate mathematical models for
the simulation of the cardiac excitation-contraction mechanisms at the cell and muscle levels. These are
primarily based on the nonlinear elasticity theory and phenomenological and physiological descriptions
of the mechano-electrical feedback. The link between contraction and the biochemical reactions at
microscales is described by an active strain decomposition model. We address in detail the implications
of different modeling and algorithmic choices into the electromechanical behavior of cells and muscle,
and report on several preliminary results with a prototype model aimed to study the main aspects of the
overall cardiac function. This corresponds to a joint work with D. Ambrosi (Mox-Milano), A. Quarteroni
(EPF Lausanne), and S. Rossi (EPF Lausanne).
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Modeling anisotropic myocardial contractions

Luciano Teresi1, Paola Nardinocchi2 and Vincenzo Pugliese3

1Dept. Mathematics & Physics, Roma, Italy; teresi@uniroma3.it
2Università Roma Tre, Roma, Italy; paola.nardinocchii@uniroma1.it
3Dept. Structural Engineering & Geotechnics, Roma, Italy; vincenzo_pugliese@alice.it

We present a mathematical model of myocardial contractions in the framework of finite elasticity with
large distortions, coupled with reaction-diffusion equations representing the electro-physiological activ-
ity. Both models are implemented using anisotropic constitutive relations: we use stress-strain relations
for fibre-reinforced materials, and anisotropic diffusion tensors for both membrane potential and calcium
ions. The effects of these choices on the electromechanical behavior are presented and discussed.
Our distinguished point of view in modeling muscle contractions, firstly presented in [1] and successfully
implemented by different researchers [2, 3, 4, 5, 6], is based on the notion of active deformation as
opposed to that of active stress. The appropriate framework to set this idea is the theory of finite elas-
ticity with distortions; these latter are the basic kinematics ingredient that describes the effect of muscle
contraction, which is calcium–driven and occurs along directions which can be recognized as the lines
of activations of the tissue.
We couple the mechanical model with a minimal electrophysiological model, presented in [7] and dis-
cussed in [8], based on just three state variables which, in general, allow sufficient flexibility to fit the
most relevant cellular properties, such as the action potential duration (APD), the threshold of excitabil-
ity, etc.
Our framework considers different velocities for the wavefront propagation and distinguishes two differ-
ent conduction velocities: one for the fiber, the other for the plane orthogonal to the fiber. Such a feature
is in accordance with the experimental findings reported in [9] where it has been shown that left ventric-
ular myocardium has unique bulk conductivities associated with three micro-structurally defined axes.
We present some selected numerical experiments, mainly devoted to analyze and discuss this behaviour
and to compare the performances corresponding to different electrical anisotropies.

[1] P. Nardinocchi and L. Teresi. "On the Active Response of Soft Living Tissues". J. Elasticity 88 27-39
(2007).

[2] C. Cherubini, S. Filippi, P. Nardinocchi and L. Teresi. "An electromechanical model of cardiac tissue:
Constitutive issues and electrophysiological effects". Prog. Biophys. Mol. Biol. 97 562-573 (2008).

[3] P. Nardinocchi, L. Teresi and V. Varano. "A simplified mechanical modeling for myocardial contrac-
tions and the ventricular pressurevolume relationships". Mech. Res. Commun. 38 532–535 (2011).

[4] L. Mesin and D. Ambrosi. "Spiral waves on a contractile tissue". Eur. Phys. J. Plus 126 21–34
(2011).

[5] A. Evangelista, P. Nardinocchi, P.E Puddu, L. Teresi, C. Torromeo and V. Varano. "Torsion of the
human left ventricle: Experimental analysis and computational modeling". Prog. Biophys. Mol. Biol.
107 112-121 (2011).

[6] F. Nobile, A. Quarteroni and R. Ruiz-Baier. "An active strain electromechanical model for cardiac
tissue". Int. J. Numer. Meth. Biomed. Engn. 28(1) 52–71 (2012).

[7] F. Fenton and A. Karma. "Vortex dynamics in three-dimensional continuous myocardium with fiber
rotation: Filament instability and fibrillation". Chaos 8(1) 20–47 (1998).

[8] M. Fink et al. "Cardiac cell modelling: Observations from the heart of the cardiac physiome project".
Prog. Biophys. Mol. Biol. 104 2–21 (2011).

[9] D.A. Hooks et al. "Cardiac Microstructure. Implications for Electrical Propagation and Defibrillation
in the Heart". Circ. Res. 91 331–338 (2002).
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Atrial flutter: a model for studying mechano-electrical coupling in the human
heart

Flavia Ravelli1and Michaella Masè2

University of Trento, Trento, Italy
1ravelli@science.unitn.it
2mase@science.unitn.it

The heart is an electrically-controlled mechanical pump, where electrical impulses trigger mechanical
contraction. In addition to the direct electro-mechanical branch, the heart function is regulated by a less-
known feedback mechanism, called mechano-electrical coupling (MEC), which describes the influence
of the heart’s mechanical state on cardiac electrical activity. Despite the acknowledged role of MEC in
both physiological and pathophysiological conditions, evidence for MEC in humans under real-life clinical
scenarios is sparse.
We will present the results of clinical and theoretical studies led by our group on atrial flutter (AFL) rate
variability, which provide evidence for the spontaneous manifestation of mechano-electrical interactions
in the human heart. These data will be complemented with our recent investigation on the complex atri-
oventricular (AV) dynamics generated by the nonlinear nodal filtering of AFL activity, discussing results
with potential clinical impact for the understanding of ventricular response generation in atrial fibrillation.
AFL is a common supraventricular arrhythmia based on a high-frequency reentrant mechanism in the
atria. AFL reentrant activity occurs in a mechanically-modulated environment, since extrinsic factors,
such as ventricular contraction and respiration, induce changes in atrial volume which affect the ge-
ometrical and conductive properties of the reentrant circuit. The mechanical modulation perturbs the
reentrant wave period, resulting in a variety of oscillatory patterns in the arrhythmia cycle length. To dis-
close the mechanisms generating AFL cycle length variability, we combined linear/nonlinear techniques
for oscillatory system characterization with computer modeling. The construction of phase diagrams
and the application of spectral analysis to atrial cycle length series demonstrated AFL spontaneous vari-
ability to be composed of two main oscillations occurring at the frequency of ventricular contraction and
respiration [1]. Based on these results, a phenomenological model for AFL variability was developed
assuming a phasic modulation of the reentry period by ventricular and respiratory forcing [2]. The model
was able to reproduce 96% of atrial beat-to-beat variability, and predicted conditions of entrainment at
specific ventricular frequencies, which were verified in patients under ventricular pacing.
In a subsequent study [3] we analyzed the complex dynamics of AV synchronization and the frequency-
dependent block processes, which emerged when the high-frequency AFL inputs were transmitted to
the ventricle. The application of firing sequence analysis to atrial and ventricular time series from AFL
patients disclosed the presence of a wide spectrum of AV phase-locking patterns, whose transitions at
changing atrial rate were regulated by a Farey sequence ordering. As well the existence of higher-order
alternating rhythms was revealed at specific atrial rates. Computer simulations by a difference-equation
model of AV conduction suggested the origin of these patterns in the combination of high-rate atrial
inputs with the nonlinear recovery of excitability, dual pathway physiology and concealed conduction of
the AV node.

[1] F. Ravelli, M. Masè and M. Disertori. Prog. Biophys. Mol. Biol. 97 417-434 (2008).
[2] M. Masè, L. Glass and F. Ravelli. Bull. Math. Biol. 70 1326-1347 (2008).
[3] M. Masè, L. Glass, M. Disertori and F. Ravelli. Am. J. Physiol. Heart Circ. Physiol. 303

H1219–H1228 (2012).
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MS5: Nonlinear dynamics of genetic circuits

The study of genetic dynamics has been very popular during the last 15 years especially after great suc-
cesses in designing the synthetic genetic circuits that demonstrate nontrivial behaviors such as switches,
oscillations, and synchronization. These studies frequently generate the need for unusual multidimen-
sional mathematical models and put new questions in front of nonlinear physics. The resulting cell
can then be used for in vivo biosensing, synthesizing complex biomaterials, executing programmed cell
death, or interfacing with microelectronic circuits by transducing biochemical events to and from the
electronics. During MS we are going to consider the role of Quorum Sensing in the creation of collective
dynamics of different genetic networks in E. Coli, as well as a novel synthetic network constructed in the
yeast Saccharomyces Cerevisiae. A special attention will be paid to the mechanisms of multistability
stimulated by inclusion of QS into the genetic network design. Microbiological systems are intrinsically
noisy and both natural genetic networks and synthetic genetic networks must cope with the genetic noise
evoked form the low copy number of the reactants. We will present parametric analysis of Repressilator
equipped by QS to estimate to what extent noise simulated by standard method can result in the loss of
robustness of genetic circuit dynamics.

Organizers: E. Volkov and E. Ullner

Emergence of oscillations in communicating bacteria

Krasimira Todorova Tsaneva-Atanasova1, Petros Mina2 and Mario di Bernardo3

University of Bristol, Bristol, UK
1enktta@bristol.ac.uk
2Petros.Mina@bristol.ac.uk
3m.dibernardo@bristol.ac.uk

We investigate the behaviour of a single cell, when alone and when part of a community, using a model
describing the metabolic states of a population of quorum-coupled cells. The modelling is motivated
by published experimental work of a synthetic genetic regulatory network (GRN) used in Escherichia
coli cells that exhibit rhythmic behaviour across the population. To decipher the mechanisms underlying
oscillations in the system, we perform numerical simulation and bifurcation analysis. In particular, we
study the effect of an increase in population size as well as the spatio-temporal behaviour of the model.
Our results demonstrate that in the model rhythmic behaviours are possible only in the presence of
a high concentration of the coupling chemical that in turn depends on the cell density. This strongly
suggests that population effects in GRN design need to be taken into consideration and form an integral
part of the design process.
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The role of noise in dynamics of repressilator with quorum sensing

Ilya Potapov1, Evgeny Volkov2 and Ekkehard Ullner3
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2Lebedev Physical Institute, Moscow, Russia; volkov@td.lpi.ru
3University of Aberdeen, Aberdeen, UK; ekkehard.ullner@gmail.com

Coupled oscillators are relevant in all areas of life. The coupling between oscillators may significantly
alter the dynamics ranging from the cease (quenching) of the oscillation to the multistability, where the
system obtains several stable dynamical behaviors. Here, we use 3-gene Repressilator with coupling
realized by the diffusion of a small molecule (autoinducer) that activates the expression of the one of
the oscillator genes. The single oscillator of this type was recently shown to have two stable dynamical
behaviors coexisting in the parameter space: oscillation and steady state. The coupling, acting as an
additional positive feedback in the single oscillator, causes the emergence of the steady state further
to the limit cycle of Repressilator. We study the effect of molecular noise, due to the small number of
key molecules in the gene expression process, on the multistability of this system. We show that in the
system with coupling the robustness of the oscillations, measured as the coefficient of variation (CV)
of the period distribution, always increases with increasing transcription rate. Oppositely, the system
without coupling demonstrates CV decrease with increasing transcription rate. We study the model with
Hill-type cooperative repression of the proteins of Repressilator. In this model, transcription from the
target promoters is described in terms of Hill function and is inversely proportional to the corresponding
repressor protein concentration. We demonstrate that the noise level of the system is large due to the
Hill-type cooperativity of the protein repression by comparing its dynamical properties with the model
with explicit dimerization reactions, where protein dimers act as the repressor agents by binding to the
promoter operator sites and preventing the transcription initiation. Therefore, the system with the Hill-
type cooperativity is not anchored in either of the attractors, which leads to the less robust oscillation.
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Dynamics of the quorum sensing switch: stochastic and non-stationary effects

Marc Weber1 and Javier Buceta2

Parc Científic de Barcelona, Barcelona, Spain
1webermarcolivier@gmail.com
2javier.buceta@pcb.ub.es

A wide range of bacteria species are known to communicate through the so called quorum sensing (QS)
mechanism by means of which they produce a small molecule that can freely diffuse in the environ-
ment and in the cells. Upon reaching a threshold concentration, the signalling molecule activates the
QS-controlled genes that promote phenotypic changes. This mechanism, for its simplicity, has become
the model system for studying the emergence of a global response in prokaryotic cells. Yet, how cells
precisely measure the signal concentration and act coordinately, despite the presence of fluctuations
that unavoidably affects cell regulation and signalling, remains unclear. We propose a model for the QS
signalling mechanism in Vibrio fischeri based on the synthetic strains lux01 and lux02. Our approach
takes into account the key regulatory interactions between LuxR and LuxI, the autoinducer transport,
the cellular growth and the division dynamics. By using both deterministic and stochastic models, we
analyze the response and dynamics at the single-cell level and compare them to the global response
at the population level. Our results show how fluctuations interfere with the synchronization of the cell
activation and lead to a bimodal phenotypic distribution. In this context, we introduce the concept of
precision in order to characterize the reliability of the QS communication process in the colony. We
show that increasing the noise in the expression of LuxR helps cells to get activated at lower autoin-
ducer concentrations but, at the same time, slows down the global response. The precision of the QS
switch under non-stationary conditions decreases with noise, while at steady-state it is independent of
the noise value. Our in silico experiments show that the response of the LuxR/LuxI system depends
on the interplay between non-stationary and stochastic effects and that the burst size of the transcrip-
tion/translation noise at the level of LuxR controls the phenotypic variability of the population. These
results, together with recent experimental evidences on LuxR regulation in wild-type species, suggest
that bacteria have evolved mechanisms to regulate the intensity of those fluctuations.
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Re-engineering a genetic circuit into a synthetic tunable oscillator.

Lucia Marucci1, David A.W. Barton2, Irene Cantone3, Maria Aurelia Ricci4, Maria Pia
Cosma5, Stefania Santini6 and Diego di Bernardo7

1Centre for Genomic Regulation (CRG), Barcelona, Spain; lucia.marucci@crg.eu
2Bristol Centre for Applied Nonlinear Mathematics, Bristol, U.K.;
3University of Bristol, Naples, Italy;
4Telethon Institute of Genetics and Medicine (TIGEM), Naples, Italy;
5Telethon Institute of Genetics and Medicine (TIGEM), Naples, Italy;
6Telethon Institute of Genetics and Medicine (TIGEM), Naples, Italy;
7Department of Computer and Systems Engineering, Naples, Italy;

Systems and Synthetic Biology use computational models of biological pathways in order to study in sil-
ico the behaviour of biological pathways. Here we use the tools of non-linear analysis to understand how
to change the dynamics of the genes composing a novel synthetic network recently constructed in the
yeast Saccharomyces Cerevisiae for In-vivo Reverse-engineering and Modelling Assessment (IRMA).
Guided by previous theoretical results that link the dynamics of a biological network to its topological
properties, through the use of simulation and continuation techniques, we found that the network can be
easily turned into a robust and tunable synthetic oscillator, or a bistable switch. In particular, we found
that changing the values of at least 4 parameters from the estimated values gives rise to sustained os-
cillations, with physically feasible period and amplitude. We found that at least two mechanisms cause
the occurrence of Hopf bifurcation: multistep processing of gene products in the negative feedback loop
and strong cooperativity in gene regulation. Using the continuation software DDE-BIFTOOL, we ana-
lyzed the robustness of the oscillations to parameters changes and varying initial conditions. Our results
provide guidelines to properly re-engineering in vivo natural and synthetic networks in order to tune their
dynamics.
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PT2: Plenary talk

Importance of nonlinear features in continuous theories of active matter

Hugues Chaté

Centre d’Etudes de Saclay, Gif-sur-Yvette, France; hugues.chate@cea.fr

After a general introduction to the statistical physics approach to active matter/collective motion, I will
outline how controlled continuous theories can be derived from simple systems of self-propelled particles
akin to the celebrated Vicsek model. Investigating the properties of the obtained nonlinear PDEs, I will
stress the role and importance of their inhomogeneous solutions in describing many of the collective
phenomena observed in the original particle-based systems.

40 XXXIII Dynamics Days Europe 2013

mailto:hugues.chate@cea.fr


CT1: Networks I Monday, June 3

CT1: Networks I
Heads or tails? Fitting growing networks’ degree distributions to empirical data

Sara Cuenda

Universidad Autonoma de Madrid, Madrid, Spain; sara.cuenda@uam.es

The maximum likelihood technique, as described in [1], is a reliable methodology to fit the parameters
of a power law distribution to empirical data, which has proven to be very useful in many situations.
However, when applied to growing network models, it should be used with precaution. In this contribution
we show that for some common growing network models [2, 3, 4, 5] two things should be kept in our
mind. First, the part of the degree distribution that matches more correctly the dynamics of the network
is the head of the distribution (i.e., the region with low degree), and not the tail (the one with large
degree); this is because the effects of the initial nodes are apparent in the tail of the distribution [6].
And second, the usual likelihood function used to estimate the parameters of the model should not be
applied since it assumes identical and independent distributed variables and, as we prove, the degree of
the nodes are correlated. Based on our analytical approximation of the expected degree distribution in
these models, as well as on the approximation of the errors from this expected distribution, we propose
a new methodology to fit these kind of models to empirical data, and compare our results to the usual
fitting procedure with some empirical networks.

[1] A. Clauset, C.R. Shalizi and M.E.J. Newman. SIAM Rev. 51 661-703 (2009).
[2] A.-L. Barabási, R. Albert and H. Jeong. Physica A 272 173–187 (1999).
[3] S.N. Dorogovtsev, J.F.F. Mendes and A.N. Samukhin. Phys. Rev. Lett. 85 4633-4636 (2000).
[4] P. Krapivsky and S. Redner. Phys. Rev. E 63 066123 (2001).
[5] M. Jackson and B.W. Rogers. Amer. Econ. Rev. 97 890-915 (2007).
[6] S. Cuenda and J.A. Crespo. Europhys. Lett. 95 38002 (2011).

Testing time series irreversibility using complex network methods

Jonathan F. Donges1, Reik V. Donner2 and Jürgen Kurths3

Potsdam-Institute for Climate Impact Research, Potsdam, Germany
1donges@pik-potsdam.de
2reik.donner@pik-potsdam.de
3kurths@pik-potsdam.de

The absence of time-reversal symmetry is a fundamental property of many nonlinear time series. Here,
we propose a new set of statistical tests for time series irreversibility based on standard and horizontal
visibility graphs. Specifically, we statistically compare the distributions of time-directed variants of the
common complex network measures degree and local clustering coefficient. Our approach does not
involve surrogate data and is applicable to relatively short time series. We demonstrate its performance
for paradigmatic model systems with known time-reversal properties as well as for picking up signatures
of nonlinearity in neuro-physiological data.
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Effective trapping of random walks in heterogeneous networks

Byungnam Kahng1, Sungmin Hwang2 and Deok-Sun Lee3

1Seoul National University, Seoul, Korea; bkahng@snu.ac.kr
2Seoul National University, Seoul, Korea; sungmin817@gmail.com
3Inha University, Incheon, Korea; deoksun.lee@gmail.com

Random walks (RWs) approach is the simplest but the most fundamental method which encapsulates
essential properties of diffusive dynamic process. Here, we study the two basic quantities, the return to
origin probability and the first passage time distribution of random walks on scale-free networks. The
behaviors of those quantities as a function of time typically depend on the spectral dimension ds in dis-
ordered fractal systems. However, we show that in scale-free networks, due to the heterogeneity of the
number of connections of each node in scale-free networks, those quantities display a crossover decay
behavior from∼ t−d(hub)

s /2 in early time regime to∼ t−ds/2 in later time regime, where d(hub)
s → 0 as the

degree exponent λ approaches 2. This result implies that a random walker can be trapped effectively
at the hub when λ → 2. We discuss the origin of the effective spectral dimension by means of hand-
waiving argument and applying the renormalization group transformation to deterministic hierarchical
networks.

[1] S. Hwang, D.-S. Lee and B. Kahng. "First-passage time for random walks in heterogeneous net-
works". Phys. Rev. Lett. 109 088701 (2012).

[2] S. Hwang, D.-S. Lee and B. Kahng. "Effective trapping of random walks in complex networks".
Phys. Rev. E. 85 046110 (2012).

[3] S. Hwang, D.-S. Lee and B. Kahng. "Origin of the hub spectral dimension in scale-free networks".
Phys. Rev. E 87 022816 (2013).
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Oscillatory networks with time-delayed pulsatile coupling

Vladimir Klinshov1 and Vladimir Nekorkin2

Institute of Applied Physics of Russian Academy of Sciences, Nizhny Novgorod, Russia
1vladimir.klinshov@neuron.appl.sci-nnov.ru
2vnekorkin@neuron.appl.sci-nnov.ru

Study of dynamics of oscillatory networks with time-delayed coupling is often a challenge. From the
mathematical point of view such systems have infinite phase space dimension, which makes them dif-
ficult for theoretical analysis as well as for numerical simulation. On the other hand, delayed coupling
is observed in many systems of various nature and is known to change their dynamics crucially, which
conditions a great interest to the topic.
Here we present a novel approach to study of oscillatory networks with time-delayed coupling. The ap-
proach is based on the model of pulse-coupled oscillators described by the following dynamical system:

dϕj(t)

dt
= ωj +

N∑
k=1

fjk(ϕj(t))
∑
tpk

δ(t− tpk − τjk)), (1)

j = 1...N . Here ϕj is the phase of the j-th oscillator and ωj stands for its natural frequency. tpk are
the instants when the phase ϕk reaches unity, then it resets to zero and the k-th oscillator produces a
pulse. The pulse spreads over the network and reaches each j-th oscillator after delay τjk. When a
pulse reaches the j-th oscillator it causes its phase shift ∆ϕj = fjk(ϕj). The function fjk(ϕ) is the
so-called phase reset curve which describes interaction between the j-th and the k-th oscillators.
The above model was shown to be reducible to a finite-dimensional point map if the coupling is not
very strong (2FN < 1 where F is the maximal value of all functions fjk(ϕ)) [1]. This allows to study
maps instead of studying full system (1) of difference-differential equations which is much simpler both
theoretically and numerically.
Using the model of pulsatile delayed coupling we have studied oscillatory networks of various topologies
and configurations. For a small circuit of two oscillators with small frequency mismatch 1:1 synchroniza-
tion was studied and the so-called synchronization zones in the parameter space were found. It was
shown that these zones can be observed for arbitrary large values of delays [2]. For larger mismatches
m : n synchronization was observed and the structure of Arnold tongues was studied.
In a small network with heterogeneous delays the multiple regimes of group synchronization were found.
The phase relations between the oscillators were shown to depend on the value of the delay which al-
lows to switch the phase clusters by means of the delay changing [3].
We also considered a large network of oscillators with homogeneous all-to-all delayed coupling. An
analytical criterion of global synchronization stability was obtained. The most interesting result is that
the criterion deals only with the slope of the phase reset curve and doesn’t depend on its actual value.
This allows synchronization by both positive (excitatory) and negative (inhibitory) coupling which fact
was confirmed by numerical simulations [4].

[1] V. Klinshov and V. Nekorkin. Commun. Nonlinear Sci. Numer. Simulat. 18 973 (2013).
[2] V. Klinshov and V. Nekorkin. Chaos, Solitons and Fractals 44 98 (2011).
[3] V. Klinshov and V. Nekorkin. Cybernetics and Physics 1 106 (2012).
[4] V. Klinshov and V. Nekorkin. Discontinuity, Nonlinearity, and Complexity 1 253 (2012).
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Dynamical robustness of complex oscillator networks

Gouhei Tanaka1, Kai Morino2 and Kazuyuki Aihara3

The University of Tokyo, Tokyo, Japan
1gouhei@sat.t.u-tokyo.ac.jp
2morino@sat.t.u-tokyo.ac.jp
3aihara@sat.t.u-tokyo.ac.jp

Network robustness is one of the central issues in complex network theory. The studies on structural
robustness of complex networks have focused on how tolerant the network connectivity is against
removal of a fraction of the nodes. Percolation theory has been used to analytically derive the critical
fraction of removed nodes, which induces a breakdown of the network structure. Based on the critical
fraction, it has been shown that heterogeneous networks like scale-free ones are highly fragile to
removal of hub nodes, i.e. nodes with many links [1].
In many real-world networks, the function of the network is maintained by structural connectivity as
well as dynamical activity of the network components. For instance, biological systems would not
keep normal functions without electrical and chemical activities of cells, proteins, and small molecules.
Moreover, degradation of node dynamics could be a perturbation leading to a loss of the function in
the entire network. Motivated by such networks, we developed a method to investigate robustness of
dynamic behavior on complex networks of coupled oscillators [2] by modifying the framework for all-to-all
networks [3]. We have shown that heterogeneous networks can be highly vulnerable to deterioration of
oscillation dynamics in low-degree nodes, i.e. nodes with a few links.
In this presentation, we show our recent results on the dynamical robustness of complex oscillator
networks. First, we demonstrate that the property of dynamical robustness largely depends on the
coupling scheme between the connected oscillators. Second, we consider the heterogeneity of the
potential dynamical activities of the individual oscillators. It is shown that networks composed of more
heterogeneous oscillators are more dynamically robust.

[1] R. Albert, H. Jeong and A.-L. Barabási. Nature 406 378-382 (2000).
[2] G. Tanaka, K. Morino and K. Aihara. Scientific Reports 2 232 (2012).
[3] H. Daido and K. Nakanishi. Phys. Rev. Lett. 93 104101 (2004).
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CT2: Pattern formation and dynamics

Emergence of spatiotemporal dislocation chains in drifting patterns

Monica A. Garcia-Nustes

Universidad de Chile, Santiago, Chile; mgarcia16@gmail.com

Pattern formation far from equilibrium occurs in several domains of sciences through the spontaneous
symmetry breaking of a ground state. Generally, the transition from an homogeneous state to a pat-
terned one can be observed by modifying a single bifurcation parameter. Structures, generated at
this first threshold of spatial instability, are generally stationary and can be either of (i) localized or of
(ii) extended-periodic type. In extended systems, if we continued increasing the bifurcation parameter
above threshold, the pattern can exhibit secondary instabilities commonly related to a stationary-to-
propagating transition. These transitions in pattern forming systems can be classified into two types:
i) spontaneous symmetry-breaking transitions, where the pattern will choose the direction of propaga-
tion depending on initial conditions and ii) induced parity-breaking transitions, when motionless patterns
are exposed to drift forces. In the latter case, patterns are deformed and advected, which is usually
related to convective instabilities. Under such regime, one expects a rich and complex spatiotempo-
ral dynamics. Experimental observations of dislocations chains in drifting patterns have been reported
in particle-laden flows inside a partially fluid filled, horizontal, rotating cylinder and a one-dimensional
transverse Kerr-type slice subjected to optical feedback. Theoretical works have proposed that this dy-
namical behavior obeys to nonuniformities of control parameters, which induce local Eckhaus instability.
However, the complete scenario that can trigger this spatiotemporal complex dynamics of drifting pat-
terns have not been described yet. In the present work we study the spatiotemporal dynamics of drifting
patterns. Based on a prototype model, the inhomogeneous convective Swift-Hohenberg equation, and
its respective amplitude equation, we identify the mechanism of emergence of dislocations chains as
a phase instability–Eckhaus instability–induced by an inhomogeneous drift force. This phenomenon is
experimentally confirmed in a tilted quasi-one dimensional fluidized shallow granular bed mechanically
driven by a harmonic vertical vibration.
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Oscillatory Turing patterns in network-organized reaction-diffusion systems

Shigefumi Hata1, Hiroya Nakao2 and Alexander S. Mikhailov3

1Fritz Haber Institute of the Max Planck Society, Berlin, Germany; hata@fhi-berlin.mpg.de
2Tokyo Institute of Technology, Tokyo, Japan;
3Fritz Haber Institute of the Max Planck Society, Berlin, Germany;

Both stationary and oscillatory instabilities were introduced by A. Turing [1]. While stationary Turing pat-
terns are broadly known [2, 3, 4, 5, 6], the oscillatory instability, leading to traveling waves in continuous
media and also called the wave bifurcation, is rare for chemical systems [7]. Here, we extend the theory
by Turing to networks and apply it for ecological metapopulations with dispersal connections between
habitats. Remarkably, waves do not appear in networks, but localized oscillations spontaneously develop
in a subset of nodes, even though they are absent for isolated habitats. Oscillatory Turing instabilities
are identified by us for all possible food webs with three predator or prey species, under various assump-
tions about the mobilities of individual species and nonlinear interactions between them. Furthermore,
we found that the instability should be more common in ecological systems, as compared with chemical
systems. Therefore, we suggest that they are generic in ecosystems and must play a fundamental role
in metapopulation dynamics, providing a common mechanism for dispersal-induced destabilization of
ecosystems. Although here our analysis has been performed on ecological systems, the constructed
theory is general and it is also applicable to network-organized systems of other origins, such as coupled
chemical reactors or biological cells.

[1] A.M. Turing. Phil. Trans. R. Soc. Lond. B 237 37-72 (1952).
[2] Q. Ouyang and H.L. Swinney. Nature 352 610-612 (1991).
[3] S. Kondo and R. Asai. Nature 376 765-768 (1995).
[4] P.K. Maini, R.E. Baker and C.M. Chuong. Science 314 1397-1398 (2006).
[5] S. Sick, S. Reiniker, J. Timmer and T. Schlake. Science 314 1447-1450 (2006).
[6] H. Nakao and A.S. Mikhailov. Nature Physics 6 544-550 (2010).
[7] V.K. Vanag and I.R. Epstein. Phys. Rev. Lett. 87 228301 (2001).

On the mechanisms for formation of segmented waves in active media

Maria Borina1 and Andrey Polezhaev2

P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow, Russia
1mariazhur@mail.ru
2apol@lpi.ru

We suggest three possible mechanisms for formation of segmented waves and spirals. These structures
were observed in the Belousov-Zhabotinsky reaction dispersed in a water-in-oil aerosol OT/Span-20 mi-
croemulsion [1, 2].
The first mechanism is caused by interaction of two coupled subsystems, one of which is excitable, and
the other one has Turing instability. It is shown that, segmented spirals evolve from ordinary smooth
spirals as a result of the transverse Turing instability. We demonstrate that depending on the properties
of subsystems different segmented spirals emerge.
For the second mechanism we suggest "splitting" of the traveling wave in the vicinity of the bifurcation
point of codimension-2, where the boundaries of the Turing and wave instabilities intersect.
Finally we show that the segmented waves can emerge in some simple two-component reaction-
diffusion models having more than one steady state, particularly in a FitzHugh-Nagumo model.

[1] V.K. Vanag and I.R. Epstein. Phys. Rev. Lett. 90 098301 (2003).
[2] V.K. Vanag and I.R. Epstein. PNAS 100 14635 (2003).
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Patterns in active media caused by diffusion instability

Andrey A. Polezhaev1 and Maria Yu. Borina2

P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow, Russia
1apol@lpi.ru
2borina@lpi.ru

Diffusion instability is a reason for different spatial-temporal patterns observed in physical, chemical and
biological systems. Due to diffusion in a reacting system the uniform state may become unstable for
the waves with eigenvectors from a certain range. There are two possibilities: either for these wave
vectors one of the real eigenvalues of the linearized problem becomes positive, or a pair of complex
conjugate eigenvalues acquires a positive real part. The first case is well known as the Turing instability
and it usually results in formation of stationary non-uniform patterns. The second case – wave instability
– gives rise to a great variety of spatial-temporal regimes. First we give a brief overview of patters
observed experimentally in chemical systems. Then we discuss patterns which can arise in the vicinity of
the wave bifurcation. We consider patterns which arise due to polymodal interaction in multidimensional
space right after the wave bifurcation and obtain the conditions for them to occur. Namely we prove
that depending on the strength of competition between the modes only two regimes are possible: if the
competition is strong, only one of the amplitudes becomes nonzero and thus wave bifurcation results in
a quasi one-dimensional travelling wave, while for low competition all the modes survive and a complex
standing wave arises. Then we suggest a possible mechanism for a rather nontrivial phenomenon
observed in experiment: the transition from standing waves to travelling waves with the half-wavelength.
Our scenario is based on the hypothesis of resonance between the unstable mode, responsible for the
standing wave, and the rigidly exited mode with a twofold wave number. Namely, the wave with a twofold
wave number has also a duplicated frequency. We obtain conditions for the mode coupling strength
parameters, under which this scenario is realized. The results of theoretical analysis are confirmed by
numerical simulations.
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Induced anisotropy in a pattern-forming reaction-diffusion system: Theory and
experiments

Jacobo Guiu-Souto1 and Alberto P. Muñuzuri2

Universidad de Santiago de Compostela, Santiago de Compostela, España
1jacobo.guiu@rai.usc.es
2alberto.perez.munuzuri@usc.es

Self-organization is an important mechanism of pattern formation in living systems [1]. Usually, in Nature
it does not occur as an isolated phenomenon but in presence of external perturbations that modify the
diffusive dynamics of the organization processes [2]. We will present here results demonstrating the
effect of a centrifugal force on Turing pattern formation induced by the Belousov-Zhabotinsty-areosol-
OT reaction. This forcing is shown to modify the effective diffusion in the system in an anisotropic way
[3]. We observe experimentally and numerically that the perturbation is able to modify the main char-
acteristics of the pattern and even to force its transition to a different state [4]. For different values of
the perturbation significant changes can be seen in both, the pattern wavelength and its morphology.
The other relevant parameters of the system are analyzed and the results will be presented. A statis-
tical mechanics approach was developed predicting the main features observed. We concluded, the
morphology of the patterns presents a coupling with the symmetry of the perturbation.

[1] S. Kondo and R. Asai. Nature. 380 678 (1996).
[2] D.G. Míguez, E.M. Nicola, A.P. Muñuzuri, J. Casademunt, F. Sagués and L. Kramer. Phys. Rev.

Lett. 93 048303 (2004).
[3] J. Guiu-Souto, J. Carballido-Landeira, A.P. Muñuzuri and V. Pérez-Muñuzuri. Phys. Rev. Lett. 93

048303 (2004).
[4] J. Guiu-Souto, L. Michels, A. Von Kameke, J. Carballido-Landeira and A.P. Muñuzuri. "Turing insta-

bility under centrifugal forces". Accepted in Soft Matter.
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Network analysis and urban bus flow in Madrid city

Mary Luz Mouronte

Universidad Politécnica de Madrid, Madrid, Spain; mouronte.lopez@upm.es

Madrid city has a population of 3,254,950 on a extension of 60,683 hectares, it is divided into 21 districts.
Districts are administrative regions into which subdivide the city to distribute and manage the exercise
of civil or political rights, public functions, and services. Madrid city has also an urban bus network with
204 lines and 4,455 stops.
The goal of this research is to estimate several structural parameters of the urban bus network of Madrid
and to analyze its traffic dynamics by means of Network Science [1, 2]. The urban bus networks of
Madrid is abstracted in a graph G = (E;L), where E is the set of nodes corresponding to the stops and
L is the set of links between them, that connect the consecutive stops.
This study analizes a set of structural parameters (shortest distance between nodes, betweeness, clus-
ters [3, 4, 5] and robustness [6, 7]). These features are studied both in the entire city and its districts.
The obtained results allow learning more about this network: to know its modularity, recognise its most
important stops, to know the sensitivity to faults in the district networks (districts with highest and low-
est sensitivity to failures), to find out the communication capacity for these networks (districts with the
greatest and less number of inner and external communications), and to know the relation between the
network and dweller density by district.
This study also investigate the urban bus flow between districts, the connection between this flow and
the population of each district (i.e. its way of relation). This research can help to improve the transport
networks: reducing the district sensitivity to failues, adding new stops or routes suitably, etc.

[1] M.E.J. Newman. "The structure and function of complex networks". SIAM Review 45 167–256
(2003).

[2] D. Watts and S. Strogatz. "Collective dynamics of ‘small-world’ networks". Nature 393 440–442
(1998).

[3] B. Fields et al. "Analysis and Exploitation of Musician Social Networks for Recommendation and
Discovery". IEEE Transactions on Multimedia 13 674-686 (2011).

[4] P. Pons and M. Latapy. "Computing communities in large networks using random walks". ISCIS2005
284-293 (2005).

[5] M.E.J. Newman. "Modularity and community structure in networks". Proc. Natl. Acad. Sci. USA 103
8577-8582 (2006).

[6] R. Criado et al. "Efficiency, vulnerability and cost: An overview with applications to subway networks
worldwide". Int. Journal of Bif. And Chaos 17 2289–2301 (2007).

[7] R. Criado et al. "Understanding complex networks through the study of their critical nodes: Effi-
ciency, vulnerability and dynamical importance". Proceedings of the 2007 International Conference
on Modelling and Computation on Complex Networks and Related Topics Net-Works 2007 23-30
(2007).
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The physics of information transmission in complex networks

M. S. Baptista

University of Aberdeen, Aberdeen, UK; murilo.baptista@abdn.ac.uk

The amount of information exchanged per unit of time between two nodes in a dynamical network or
between two data sets is a powerful concept for analysing complex systems. This quantity, known as
the mutual information rate (MIR), is calculated from the mutual information, which is rigorously defined
only for random systems. Moreover, the definition of mutual information is based on probabilities of sig-
nificant events. The MIR is a fundamental quantity in science. Its maximal value gives the information
capacity between any two sources of information (no need for stationarity, statistical stability, memory-
less). Therefore, alternative approaches for its calculation or for the calculation of bounds of it are of
vital relevance. In this talk, I will show a simple alternative way to calculate the MIR [1, 2] in dynamical
(deterministic) networks or between two time series (not fully deterministic), and to calculate its upper
and lower bounds without having to calculate probabilities, but rather in terms of well known and well
defined quantities (e.g. Lyapunov exponents, expansion rates, and dimensions) in dynamical systems.
As possible applications of these bounds, I will briefly present a series of applications where this theo-
retical approach can be used to better understand complex systems, such as the brain, simulated neural
networks, coupled oscillators and maps, the DNA, and stochastic systems. I will give special empha-
sis to shed light into the relationship among information, synchronisation, the network topology, time
recurrences, and the correlation decay, in these complex systems.

[1] M.S. Baptista, J.X. de Carvalho and M.S. Hussein. "Finding quasi-optimal network topologies for
information transmission in active networks". PloS ONE 3 e3479 (2008).

[2] M.S. Baptista, R.M. Rubinger, E.R.V. Junior, J.C. Sartorelli, U. Parlitz and C. Grebogi. "Mutual
information rate and bounds for it". PLoSONE 7 e46745 (2012).
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What is a leader of opinion formation in bounded confidence models?

Evguenii Kurmyshev1and Hector Alfonso Juarez2

1Centro Universitario de los Lagos, Lagos de Moreno, Mexico; ekurmyshev@culagos.udg.mx
2Universidad de Guadalajara, Lagos de Moreno, Mexico; hjuarez@culagos.udg.mx

Taking a decision in democratic social groups (societies) is based on the opinion of the majority or on
the consensus, if it is the case. Personalities and opinions of individuals constituting a social group in
different stages of its development are used to be heterogeneous. The difference in opinions is indeed
a motive to changes in a social group. So, the study of opinion dynamics is of great interest in analyzing
social phenomena. Among the different models of opinion dynamics, bounded confidence models have
been studied in different contexts and shown interesting dynamics, particularly in clustering, polarization
and fragmentation of opinions, and influence of extremists [1, 2, 3]. In [4] we proposed a new bounded
confidence model and studied the self-formation of opinion in heterogeneous societies composed by
agents of two psychological types, concord (C-) and partial antagonism (PA-) agents. In this work we
study the influence of “leaders” on the clustering of opinions in small world (SW) networks, starting the
opinion dynamics from the uniform initial distribution of opinions in the network. Mixed C/PA-societies
along with the pure C- and PA-society are studied. The influence of the leader’s connectivity in the
network, his toughness or tolerance and his opinion on the opinion dynamics is studied as a function of
the initial opinion uncertainty (tolerance) of the population. Numerical results obtained with leaders at
low, high and average tolerance show complex bifurcation patterns of the group opinion; a decrease or
even the total lost of control of the leader over the society is observed in different intervals of tolerance
of agents in the case of C/PA-societies. We found that in the C-society a leader showing high opinion
tolerance has more control over the population. In the PA-society a leader changes the bifurcation
pattern of group opinion in a drastic and unexpected way, contrary to the common sense, and generates
stronger polarization in the opposite opinion groups; the connectivity of the leader is an important factor
that usually improves the adhesion of agents to the leader’s opinion. A low tolerance (authoritarian)
leader has greater control over a PA-society than that of a high tolerance (democratic) one; the opposite
result is obtained in the C-society.

[1] J. Lorenz. "Continuous Opinion Dynamics under bounded confidence: A Survey". Int. J. Mod. Phys.
C 18(12) 1819–1838 (2007).

[2] C. Castellano, S. Fortunato and V. Loreto. "Statistical physics of social dynamics". Rev. Mod. Phys.
81(2) 591-646 (2009).

[3] G. Deffuant. "Comparing extremism propagation patterns in continuous opinion models". J. Artif.
Soc. Soc. Simulat. 9(3) (2006). URL: http://jasss.soc.surrey.ac.uk/9/3/8.html.

[4] E. Kurmyshev, H.A. Juárez and R.A. González-Silva. "Dynamics of bounded confidence opinion
in heterogeneous social networks: Concord against partial antagonism". Physica A 390(16) 2945-
2955 (2011).
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Strategies for the diffusion of behaviors in social networks

Felipe Montes1, Roberto Jiménez2, Olga Lucía Sarmiento3 and Roberto Zarama4

Universidad de los Andes, Bogotá, Colombia
1fel-mont@uniandes.edu.co
2rc.jimenez103@uniandes.edu.co
3osarmien@uniandes.edu.co
4rzarama@uniandes.edu.co

Social networks have been identified as valuable representations of the relations between individuals of
a social system. To understand the behavioral spread in which individuals are influenced by their peers is
crucial for allocating resources and achieving success of a community intervention focused on the spread
of a behavior. We propose a simulation model for identifying an efficient set of nodes to initialize a diffu-
sion process in a social network in order to accelerate the diffusion process. We defined different sets
of initial spreaders using 1) centrality measures of the network: Hubs (highest degree), Intermediaries
(highest betweenness) and Closest (highest closeness) and 2) using local structural properties derived
from the communities detected in the network: Community Bridges (highest number of links with other
communities) and Community Hubs (highest number of links with the own community members). We
simulated the canonical susceptible-infected model in the Erdös-Rényi random graph, Watts-Strogatz
small-world and Barabasi-Albert scale-free network topologies by varying the initial set of spreaders, the
contact probability and size of the networks. The results of the simulation suggest that Community Hubs
perform equal or better than Hubs as the size of the Erdös-Rényi network increases. Community Bridges
perform better than the other four sets of nodes for the Small-World topology independently of the net-
work size. Hubs perform better than the other four sets of nodes for small scale-free networks. As the
scale-free network size increases, Community Bridges equalizes the Hubs performance. Our sensitivity
analysis for the Scale-Free topology suggest that Community Bridges perform better for low clustered
networks whereas sets defined by centrality measures (Hubs and Intermediaries) perform better for high
clustered networks.

Maintaining stable distribution in evolving supply-demand networks

Nicolás Rubido1, Celso Grebogi2 and Murilo S Baptista3

University of Aberdeen, Aberdeen, United Kingdom
1n.rubido.obrer@abdn.ac.uk
2grebogi@abdn.ac.uk
3murilo.baptista@abdn.ac.uk

The ability to design a transport network such that commodities are brought from suppliers to consumers
in a steady (the rates at which loads are transported are constant), optimal (the transport costs are min-
imal), and stable (the network is unaffected by attacks or topology changes which may trigger flows to
surpass an edge capacity) way is of major importance for nowadays distribution systems. In this work,
we provide general analytical values (plus manageable margins) for the edge’s capacities that a con-
servative supply-demand network should have in order to maintain a steady optimal stable distribution
system for evolving topologies and/or changing locations of suppliers and consumers. In other words,
we are able to provide rigorous and simple strategies to evolve (nodes or edges are added or removed)
or modify (change the suppliers and consumers positions in the network) a supply-demand network
preserving its stability.
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Spontaneous segregation of excitation and inhibition in a system of coupled
cortical columns

Antonio J. Pons Rivero1, Jordi García-Ojalvo2and Daniel Malagarriga Guasch3

Universitat Politècnica de Catalunya, Terrassa, Spain
1a.pons@upc.edu
2jordi.g.ojalvo@upc.edu
3daniel.malagarriga@upc.edu

The balance between excitation and inhibition is of crucial importance for proper brain performance. At
a cellular level the excitability of a neural network is ruled by excitatory and inhibitory synapses, the
first ones inducing the activation of their downstream connected neurons and the latter depressing or
silencing this activation. This can be related with the oscillatory characteristic dynamics seen in in vivo
recordings, such as LFP or EEG , and in in vitro recordings, such as brain slices. Anomalies in the
action of excitation and inhibition can lead to brain disorders such as epilepsy, autism or schizophrenia.
We aim to work at a mesoscopic scale, which comprises populations of thousands of neurons, so as to
study the distribution of excitation and inhibition in a spread area in the brain. To do so, we use a system
of coupled modified Jansen and Rit models, which are a mean field approximation of the activity of a
wide population of cortical neurons, and characterize their excitatory or inhibitory intrinsic dynamics. Our
model units, the aforementioned Jansen and Rit models, describe the activity of three coupled neuronal
populations: excitatory/inhibitory interneurons and pyramidal cells. The output or observable in our
model can be related with mesoscopic signals such as EEG, MEG or LFP, being so the income average
postsynaptic potentials (PSPs) from neighboring interneurons to the main population of pyramidal cells.
We also added a regular input into the model to mimic the action of any external oscillatory signal. This
input gives rise to very complex dynamics, ranging from regular to chaos. We compute the complexity
of the signals by using the regularity of the signal, related with their autocorrelation function. The lowest
regularity the highest complexity and vice versa. The key in our model is the network topology and
coupling characteristics: a scale-free network of excitatory and inhibitory coupled cortical units was
studied for different increasing excitatory and inhibitory coupling strengths. This coupling strengths -α for
the excitatory and β for the inhibitory links- are the control parameters for our system and, alongside with
the network, are the responsibles for the complex distribution of the mesoscopic dynamics in our model.
We have seen signs of clear separation of our cortical units into excitatory and inhibitory dominating
dynamics, allowing for high synchronization and low regularity -thus preserving complexity- coexisting
with some nodes in a regular regime. This separation seems to be inherent to the constructed network
and comes out to be an emergent property of the system. With this work we can shed light into the
relationship between topology and dynamics as well as giving a novel view of the distribution of excitation
and inhibition in the brain at a mesoscopic scale.
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Critical slowing down and decrease in resilience of neuronal networks precede
transition to epileptic seizures in vitro.

Premysl Jiruska1, Roman Cmejla2, Milan Paluš3 and John Gordon Ralph Jefferys4

1Institute of Physiology, Prague, Czech Republic; jiruskapremysl@gmail.com
2Czech Technical University, Prague, Czech Republic; cmejla@fel.cvut.cz
3Institute of Computer Science, Prague, Czech Republic; mp@cs.cas.cz
4University of Birmingham, Birmingham, United Kingdom; j.g.r.jefferys@bham.ac.uk

Transition to epileptic seizure represents a sudden and abrupt shift between distinct dynamic regimes
of the brain. In some complex systems transition between contrasting states can be preceded by de-
tectable changes in their dynamics. These changes manifest as early warning signals, which mark the
approach of the critical threshold. The aim of this study was to examine whether seizures are preceded
by detectable changes, which would enable forecasting of the approaching seizure. Experiments were
performed in vitro in rat hippocampal slices perfused with artificial cerebrospinal fluid containing low-
calcium (0.2 mM) or high-potassium (8 mM). Field potentials from the hippocampal CA1 region were
recorded using multiple extracellular electrodes. To actively test the dynamical state of the CA1 network
we used electrical stimulation of the alveus to evoke anti-dromic evoked potentials. In the low-calcium
model, seizures were preceded by a progressive increase in lag-1 autocorrelation and variance of pre-
ictal data when compared with surrogates. These changes ran in parallel with spatial expansion of
preictal activity and increased synchronization. On a cellular level these early warning signals were
accompanied by a progressive increase in neuronal firing. These observations suggested that seizures
were preceded by a gradual increase in neuronal network excitability. To determine the excitability level
we examined the response of the network to antidromic stimulations. With an approaching seizure, the
duration of the responses increased and recovery from them gradually slowed down. Immediately pre-
ceding the seizure even very weak stimulations could trigger a seizure. In the high-potassium model,
preictal dynamics had similar features, when seizures were preceded by increase in lag-1 autocorrela-
tion and signal variance. Our study demonstrates that early warning signals and response to external
perturbations have the potential to detect preictal changes in the dynamics of epileptic neuronal net-
works. The behaviour of the epileptic neuronal networks displayed features similar to critical slowing
down and was associated with a progressive decrease in the network resilience. The lowest resilience
was observed immediately before the onset of a seizure, when weak internal or external perturbations
could tip the network dynamics to seizure. Supported by Karel Janecek Endowment in Support of Sci-
ence and Research (2012/10) grant and Czech Ministry of Health grants (IGA NT11460-4/2010, IGA NT
14489-3/2013).
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Bistability in neuronal firing induced by the network correlation feedback

Victor Kazantsev

Institute of Applied Physics of Russian Academy of Sciences, Nizhny Novgorod, Russia;
kazantsev@neuro.nnov.ru

Multistability of firing states in neuronal networks is considered as one of possible mechanisms of mem-
ory organization and information storage in the brain. Such multistability can emerge from bistable
dynamics of local neurons and/or from the specific structure of interneuron connectivity. In this work
we show that these two factors are not necessarily needed. The network multistability can be gener-
ated dynamically by means of a correlation feedback in a network spiking neurons with an unstructured
connectivity. We consider a Hodgkin-Huxley neuron stimulated by a Poisson pulse train signal. These
pulses may come from other cells of the network and activate a number of synaptic contacts in the neu-
ron dendritic tree. We assume that in spontaneous dynamics these events are independent. Neuron
response represents a sequence of postsynaptic potentials leading to a response spike if the excitation
threshold is exceeded. Calculating the dependence of the output firing rate on the input frequency we
found that it is given by a monotonic curve tending to some saturation level what fits well experimental
observations. Next we assume that the spike propagates along divergent/convergent architecture of
the network synaptic pathways activating the other network neurons. Because of complex connectivity
of real networks it is hardly possible to identify particular paths followed by the particular spike. How-
ever, we can monitor how changing in the output spiking rate influences the overall network activity and,
hence, the average frequency of the neuron input. If such influence exists we can characterize it as a
certain level of correlation between the input and the output signals of the network neuron. Thus, the
input firing rate becomes a dynamical variable that depends on the neuron firing state. We found that
for increasing strength of such correlation feedback the neuron dynamics became bistable. The network
neuron with originally monostable dynamics acquires two distinct locally stable firing states. It immedi-
ately means that the overall network dynamics becomes multistable. The transitions between the states
may be caused by external sensory signals. Thus, the presence of correlation feedback mediated by
network signal propagation may generate a dynamical memory capable to encode and store information
as neuron states with different firing rates.

The mechanism of stochastic amplification explain fluctuations in the cortex

Miguel A. Muñoz1 and Jordi Hidalgo2

Universidad de Granada, Granada, Spain
1mamunoz@onsager.ugr.es
2jhidalgo@onsager.ugr.es

Local field potentials of cortical neurons can switch between quiescent (down) and active (up) states
(i.e. are bistable) generating slow oscillations which are known up-down states. Despite a large number
of studies on Up-Down states, deciphering their nature, mechanisms, and function remain challenging
tasks. Recent experimental evidence, shows that a novel class of spontaneous oscillations emerge
within the Up states but not in down states. Remarkably, this rhythm within Up states seems to be
an emergent or collective phenomenon given that individual neurons do not lock to it and they mostly
remain unsynchronized. Here we shed light on these findings by using different simple models for neural
activity involving different complexity levels. Our conclusion, supported by both theory and computer
simulations, is that the collective non-linear phenomenon of “stochastic amplification of fluctuations” –
previously described in other contexts such as Ecology and Epidemiology – explains in an elegant and
parsimonious manner, beyond model-dependent details, this neural rhythm emerging in the Up states
but not in the Downs. We also discuss the possibility of observing (Shilnikov) chaos in these simple
models of overall brain activity.
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Anatomo-functional organization in brain networks

Jose Angel Pineda-Pardo1, Kenia Martínez2, Ana Beatriz Solana3, Elena Molina4,
Roberto Colom5, Javier M. Buldú6 and Juan Antonio Hernández-Tamames7

1Center for Biomedical Technology, Pozuelo de Alarcón, Spain; joseangel.pineda@ctb.upm.es
2Universidad Autónoma de Madrid, Madrid, Spain; kenia.martinez.r@gmail.com
3Center for Biomedical Technology, Pozuelo de Alarcón, Spain; anabea.solana@ctb.upm.es
4Center for Biomedical Technology, Pozuelo de Alarcón, Spain; elena.molina@ctb.upm.es
5Universidad Autónoma de Madrid, Madrid, Spain; roberto.colom@uam.es
6Center for Biomedical Technology, Pozuelo de Alarcón, Spain; javier.buldu@ctb.upm.es
7Center for Biomedical Technology, Pozuelo de Alarcón, Spain;
juanantonio.hernandez@ctb.upm.es

There are several studies focused on comparing rsFC networks with their structural substrate [1, 2].
However an accurate description of how anatomo-functional connections are organized, both at physi-
cal and topological levels, is still to be defined. Here we present an approach to quantify the anatomo-
functional organization and discuss its consistency.
Ten subjects were scanned twice on a 3T General Electric MR scanner. The acquisition protocol con-
sisted of a high resolution T1, six minutes resting state fMRI scan and 26 encoding diffusion directions
DWI. T1 images were parcelled in 88 gray matter ROIs. DTI were built from DWI, and were set as inputs
to the tracking algorithm defined in [3] obtaining one structural connectivity network (SCN) per subject
and time point. fMRI were pre-processed, and then co-registered to the b0 image. Voxel time courses
belonging to each ROI were band-pass filtered [0.01–0.09 Hz] and linearly detrended, and finally they
were averaged. Functional connectivity networks (FCN) were obtained performing Pearson linear corre-
lations between all ROI time courses. We computed the topological and physical Rentian scaling (RS) of
the networks [4]. With the physical RS, we study the relationship of the number of nodes and the number
of links that are within/crossing an imaginary cube of random centre and size. With the topological RS,
we define the same relationship but in communities of nodes where the within community connectivity
has been maximized compared to the inter communities connectivity. This relationship for both physical
and topological RS is represented in log-log space and by least square fitting it is possible to obtain the
slope of this curve (in linear region), which are called the physical p and topological pt Rent exponents.
The expected minimum Rent exponent is defined as pmin = max(0.66, pt). The closer p is to pmin the
more optimized the network is [5].
We found non-significant differences across network modalities and acquisitions for pmin (α = 0.99).
However, they were significantly higher for both modalities in the second acquisition, and SCN showed
lower values than FCN in both acquisitions (α = 0.99). The distance between p and pmin was com-
puted as an indicator of organization of SCN and FCN. This was significantly lower in SCN than in FCN
(α = 0.99), revealing that the organization in FC is more random and less structured than in SC. We
also obtained the Rent exponents for randomized versions of the original networks. prdm and ptrdm were
higher than their respective p and pt (α = 0.99) for both acquisitions and modalities, indicating that the
networks were more organized than what would be expected if they were only driven by random forces.

[1] P. Hagmann, L. Cammoun, X. Gigandet, R. Meuli, C.J. Honey, V.J. Weeden and O. Sporns. PLoS
Biol. 6(7) 159 (2008).

[2] C.J. Honey, J.P. Thivierge and O. Sporns. Neuroimage 52(3) 766-76 (2008).
[3] Y. Iturria-Medina, E.J. Canales-Rodríguez, L. Melie-Garcia, P.A. Valdés-Hernández, E. Martínez-

Montes, Y. Alemán-Gómez and J.M. Sánchez-Bornot. Neuroimage 36 645-660 (2007).
[4] P. Christie and D. Stroobandt. IEEE Trans on VLSI Sytems 8(6) 639:648 (2000).
[5] D.S. Basset, D.L. Greenfield, A. Meyer-Lindenberg, D.R. Weinberger, S.W. Moore and E.T. Bull-

more. PLoS Comput Biol 6(4) e1000748 (2010).
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Polygonal billiards: Spectrum and transport

Roberto Artuso1 and Laura Rebuzzini2

1Dipartimento SaT, Como, Italy; roberto.artuso@uninsubria.it
2Universita’ dell’Insubria, Como, Italy; laura.rebuzzini@uninsubria.it

In this contribution we will consider dynamical and transport properties of polygonal billiard tables, a
class of dynamical systems where, notwithstanding remarkable results, many - quite basic- open prob-
lems still remain [1].
In particular we investigate a square annular billiard, where former work indicated non trivial scaling
properties of the spectrum as well as anomalous transport once the systems is lifted to a non-compact
space [2]. The emphasis will be on relationships that connect spectral and dynamical features, involving
multifractal indices of the spectral measure, and on numerical and theoretical indications [3] that sug-
gest how the lifted system may provide an example of “weak anomalous transport" [4], i.e. where the
moments’ spectrum of the diffusing variable X, has the asymptotic behavior

〈|Xt −X0|q〉 ∼ tα·q,

for all q > 0 , but with α 6= 1/2, as is the case for normal, gaussian transport.

[1] E. Gutkin. Chaos 22 026116 (2012).
[2] R. Artuso, I. Guarneri and L. Rebuzzini. Chaos 10 189 (2000).
[3] L. Rebuzzini and R. Artuso. J. Phys. A 44 025101 (2011); L. Rebuzzini and R. Artuso. in preparation

(2013).
[4] P. Castiglione, A. Mazzino, P. Muratore-Ginanneschi, A. Vulpiani. Physica D 75 (1999).

Temperature resistant optimal ratchet transport

Marcus Werner Beims1, Alan Celestino2 and Cesar Manchein3

1Max-Planck Institute Physics Complex Systems, Dresden, Germany; mbeims@fisica.ufpr.br
2Universidade Federal do Parana, Curitiba, Brazil;
3Universidade Desenvolvimento de Santa Catarina, Joinville, Brazil;

Stable periodic structures containing optimal ratchet transport, recently found in the parameter space
dissipation versus ratchet parameter [1], are shown to be resistant to reasonable temperatures, reforcing
the belief that they play the fundamental role to explain the optimal ratchet transport in nature. Critical
temperatures for their destruction are obtained numerically and are valid from the overdamping to close
to the conservative limits. A region where thermal activation of the ratchet current takes place is also
found, and its underlying mechanism unveiled. Results are demonstrated for a discrete ratchet model
and generalized to the Langevin equation with an additional external oscillating force [2].

[1] A. Celestino, C. Manchein, H.A. Albuquerque and M.W. Beims. Phys. Rev. Lett. 106 234101 (2011).
[2] C. Manchein, A. Celestino and M.W. Beims. To appear Phys. Rev. Lett. (2013).
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Mathematical model of self-organizing and adaptable intracellular transport net-
work

Konstantin Novikov1, Alexei Gratchev2, Julia Kzhyshkowska3, Olesya Melnichenko4

and Alexei Romanyukha5

1Lomonosov Moscow State University, Moscow, Russia; konst.novikov@gmail.com
2Institute of Cancerogenesis, Moscow, Russia; alexei.gratchev@gmail.com
3N.N. Blokhin Cancer Research Center, Moscow, Russia;
julia.kzhyshkowska@googlemail.com
4RAMS, Moscow, Russia; olesya.melnichenko@gmail.com
5Researh Institute of General Pathology and Pathophysiology, Moscow, Russia; eburg@inm.ras.ru

We present direct simulation of cellular microtubular transport system self-organization and cargo trans-
fer. Our main aim was to describe mechanisms that are necessary for forming intracellular transport
network capable of adaptive changes of cellular metabolic state and tasks. The model is an extension
of the model of microtubule self-organization in melanophores (pigment cells) [1].
Our model describes two coupled processes. First is polymerization and depolymerization of micro-
tubules, second is fast cargo transfer along microtubule network. First block is stochastic and describes
each microtubule individually with plus- and minus-end coordinates. Second block consists of system of
diffusion-convection equation and boundary conditions that may describe endocytosis or isolated cell.
Equations were numerically solved with finite-volume method.
Then we simulate the experiment on intracellular endosome transport, described in [2], and obtained
the patterns similar to the original experiment, which are positive correlation between total number of
endosomes and mean distance from nucleus to endosomes, negative correlation between mean en-
dosome size and total number of endosomes, negative correlation between mean endosome size and
mean distance from nucleus. We also consider the factors influenced on general shape of multisection
transport network.

[1] E.N. Cytrynbaum, V. Rodionov, A. Mogilner. "Computational model of dynein-dependent self-
organization of microtubule asters". Journal of Cell Science 117 1381-1397 (2004).

[2] C. Collinet et al. "Systems survey of endocytosis by multiparametric image analysis". Nature 464
243-249 (2010).
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Noise induced phase transitions and coupled Brownian motors: Non standard
hysteretic cycles

Horacio S. Wio

Instituto de Fisica de Cantabria, Santander, Spain; wio@ifca.unican.es

Recent work [1, 2, 3] have shown the possibility, through a noise induced symmetry breaking leading
to a nonequilibrium phase transition, of obtaining a set of coupled Brownian motors. It was also shown
[4] that in some parameter region such a system could show negative mobility (that is motion opposed
to the applied force) and anomalous hysteretic behavior (clockwise in opposition to the usual counter-
clockwise). Using an explicit mean-field approximation and colored multiplicative noises, it was found a
contraction of the ordered phase (and re-entrance as a function of the coupling) on one hand, and a shift
from anomalous to normal hysteretic behavior on the other [5]. This behavior was obtained in systems
presenting a noise induced phase transition that originates from a short time instability. Here we discuss
a similar system, but where the noise induced phase transition is originated in an entropic mechanism
[6]. Some preliminary studies that exploits such a mechanism indicate the possibility of obtaining no
standard hysteretic cycles: anti-clockwise but showing a staircase-like structure. Depending on the
parameter region, the hysteresis diagram could have one or more blocks, that can be explored as a
whole or step by step, opening the possibility of exploiting it as a noise-controlled multipurpose logic
gate.

[1] F. Sagués et al. Rev. Mod. Phys. 79 829 (2007).
[2] C. van den Broeck et al. Phys. Rev. E 55 4084 (1997).
[3] S. Mangioni et al. Phys. Rev. E 61 223 (2000).
[4] P. Reimann et al. Europhys.Lett. 45 545 (1999).
[5] S. Mangioni et al. Phys. Rev. E 66 051106 (2002).
[6] O. Carrillo et al. Phys. Rev. E 67 04611 (2003).

From the physics of interacting polymers to optimizing routes on the London
underground

Chi Ho Yeung1, David Saad2 and K. Y. Michael Wong3

1Aston University, Birmingham, United Kingdom; chbyeung@gmail.com
2Aston University, Birmingham, United Kingdom; d.saad@aston.ac.uk
3Hong Kong University of Science and Technology, Hong Kong, Hong Kong; phkywong@ust.hk

Optimizing paths on networks is crucial for many applications, from subway traffic to Internet communica-
tion. As global path optimization that takes account of all path-choices simultaneously is computationally
hard, most existing routing algorithms optimize paths individually, thus providing sub-optimal solutions.
We employ the physics of interacting polymers and disordered systems to analyze macroscopic prop-
erties of generic path-optimization problems and derive a simple, principled, generic and distributive
routing algorithm capable of considering simultaneously all individual path choices. We demonstrate the
efficacy of the new algorithm by applying it to: (i) random graphs resembling Internet overlay networks;
(ii) travel on the London underground network based on Oyster-card data; and (iii) the global airport
network. Analytically derived macroscopic properties give rise to insightful new routing phenomena,
including phase transitions and scaling laws, which facilitate better understanding of the appropriate
operational regimes and their limitations that are difficult to obtain otherwise.
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Generalized synchronization of coupled nearly-identical dynamical systems

Suman Acharyya1 and Ravindra E. Amritkar2

Physical Research Laboratory, Ahmedabad, India
1suman@prl.res.in
2amritkar@prl.res.in

In this paper we study generalized synchronization of coupled nearly-identical dynamical systems on
a network. We extend the formalism of the master stability function for analysing the stability of the
generalized synchronization of coupled nearly-identical dynamical systems. Using this master stability
function we construct synchronized optimized network from a given network with arbitrary topology and
fixed number of links and nodes. We study some topological properties, such as degree distribution,
clustering coefficient, betweenness and closeness centrality and average shortest path length of the
optimized networks. In the optimized networks the nodes with parameter value at one extreme are
selected as hubs and also these nodes have higher betweenness and closeness centrality than the
other nodes of the network. The pair of nodes with larger parameter difference are preferred to create
links in the optimized networks. The optimized networks are likely to have higher clustering coefficients
than the initial random networks.

Collective almost synchronisation in complex networks

M. S. Baptista1, H.-P. Ren2, J. C. M. Swarts3, R. Carareto4, H. Nijmeijer5 and C.
Grebogi6

1University of Aberdeen, Aberdeen, UK; murilo.baptista@abdn.ac.uk
2Xi’an University of Technology, Xi’an, China; haipengren@gmail.com
3Eindhoven University of Technology, Eindhoven, The Netherlands;
j.c.m.swarts@student.tue.nl
4University of Sao Paulo, Sao Paulo, Brazil; rodrigo.carareto@gmail.com
5Eindhoven University of Technology, Eindhoven, The Netherlands; h.nijmeijer@tue.nl
6University of Aberdeen, Aberdeen, UK; grebogi@abdn.ac.uk

This work introduces the phenomenon of Collective Almost Synchronisation (CAS) [1], which describes
a universal way of how patterns can appear in complex networks for small coupling strengths. The CAS
phenomenon appears due to the existence of an approximately constant local mean eld and is charac-
terised by having nodes with trajectories evolving around periodic stable orbits. Common notion based
on statistical knowledge would lead one to interpret the appearance of a local constant mean field as a
consequence of the fact that the behaviour of each node is not correlated to the behaviours of the others.
Contrary to this common notion, we show that various well known weaker forms of synchronisation (al-
most, time-lag, phase synchronisation, and generalised synchronisation) appear as a result of the onset
of an almost constant local mean eld. If the memory is formed in a brain by minimising the coupling
strength among neurons and maximising the number of possible patterns, then the CAS phenomenon
is a plausible explanation for it.

[1] M.S. Baptista, H.-P. Ren, J.C.M. Swarts, R. Carareto, H. Nijmeijer and C. Grebogi. "Collective
Almost Synchronization in Complex Networks". PLoSONE 7 e48118 (2012).
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Synchronization and self-organization in multifrequency oscillator communities

Maxim Komarov1 and Arkady Pikovsky2

Department of Physics and Astronomy, University of Potsdam, Potsdam, Germany
1maxim.a.komarov@gmail.com
2pikovsky@uni-potsdam.de

Models in the form of coupled nonlinear oscillatory ensembles essentially appears in many physical sys-
tems such as Josephson junction circuits, electrochemical oscillators, pedestrian induced oscillations
of footbridges. Similar models are also used in biology, for example in studying of neural ensembles
dynamics and systems describing circadian clocks in mammals. In many cases analysis of large en-
sembles consisting of heterogeneous oscillators can be successfully handled in phase approach [1, 2].
Various applications and prevalence of such models give rise to systematic study of phase oscillator
ensembles [3, 4]. Perhaps the most popular and investigated phase model is the Kuramoto model [1]
which describe the dynamics of the phases of self-sustained oscillators with close frequencies and
global sinusoidal coupling. In contrast to previous works we consider the case of multifrequency oscil-
lator communities, where natural frequencies of interacting groups differs significantly. In this setup
we cannot perform standard method of averaging since communities have strongly diverse periods of
oscillations. In our work we extend the theory for two different cases of multifrequency populations in
the phase approximation:
(i) in first part we focused on the non-resonant interaction [5]. In this case we assume that there
are several groups of oscillators and that the frequencies within each group are close to each other but
are strongly different between the groups. In this situation, the coupling within the group is resonant,
like in usual Kuramoto-type models, but the coupling between the groups can be only non-resonant. We
employed the Ott-Antonsen theory and demonstrated a variety of possible nontrivial regimes due to non-
resonant interaction: coexistence and bistability of synchronous states as well as periodic oscillations.
For a large number of interacting groups, more complex states appear: a stable heteroclinic cycle and a
chaotic regime.
(ii) In the second part of the work we have considered the case of resonant interaction [6], where
basic population frequencies strongly diverse from each other, but are in a combinational resonance.
We focused in this work on a detailed description of the most elementary three-community “triplet” res-
onance ω1 +ω2 ≈ ω3, and two-community high-order resonance ω1 : ω2 = m : n. This is accomplished
by using the Ott-Antonsen ansatz allowing one to write a closed system for complex order parameters
for certain cases. Remarkably, for triplet of populations the inter-community interaction not only shifts
relative phases of the communities mean fields, but influences internal synchrony within communities.
We have demonstrated how the inter-community interaction can induce or suppress internal synchro-
nization. For two interacting populations with high-order resonances we found remarkable regimes of
cluster synchronization.

[1] Y. Kuramoto. "Chemical Oscillations, Waves and Turbulence". Springer, Berlin, 1984.
[2] A. Pikovsky, M. Rosenblum and J. Kurths. "Synchronization: A Universal Concept in Nonlinear

Science". Cambridge University Press, 2001.
[3] H. Sakaguchi and Y. Kuramoto. Prog. Theor. Phys. 76 576 (1986).
[4] J.A. Acebron, L.L. Bonilla, C.J.P. Vicente, F. Ritort and R. Spigler. Rev. Mod. Phys. 77 137 (2005).
[5] M. Komarov and A. Pikovsky. Phys. Rev. E 84 016210 (2011).
[6] M. Komarov and A. Pikovsky. arXiv:1212.4601v1 [nlin.AO], 2012.
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Chaotic synchronization on scale-free hypernetworks

Andrzej Krawiecki

Faculty of Physics, Warsaw, Poland; akraw@if.pw.edu.pl

The concept of hypernetworks generalizes that of networks in such a way that groups of p nodes (p ≥ 2)
are connected by hyperedges. Chaotic synchronization on hypernetworks can be studied if chaotic
oscillators are placed in the nodes and coupled along the hyperedges by coupling functions which are
in general nonlinear and which are reduced to linear diffusive coupling for p = 2. Using the Master
Stability Function approach it can be shown that the problem of stability of the identical synchronization
state for the hypernetwork of oscillators is equivalent to that for a weighted network of diffusively coupled
oscillators, where the weigts of coupling between each pair of nodes are equal to the number of different
hyperedges simultaneously connecting this pair of nodes. In this contribution synchronization of Lorenz
oscillators on complex scale-free hypernetworks is investigated; such hypernetworks are generalizations
of complex scale-free networks and can be obtained using a similar preferential attachment algorithm for
groups of m new nodes attached to p −m existing nodes by hyperedges rather than for individual new
nodes attached to several existing nodes by edges. For a proper choice of the coupling function identical
synchronization can be obtained for p even, and the highest propensity for synchronization is exhibited
by hypernetworks with m = p/2. Besides, such phenomena as antisynchronization, coexistence of the
synchronized and amplitude death states with riddled basins of attraction and quasiperiodic states are
observed in numerical simulations.
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Resilience of synchronization against topological changes in resonant and non-
resonant coupled oscillators

Jordi Zamora-Munt1, Manuel Matías2 and Pere Colet3

1IFISC, Palma de Mallorca, Spain; jordi@ifisc.uib-csic.es
2Instituto de Física Interdisciplinar y Sistemas Complejos (CSIC-UIB), Palma de Mallorca, Spain;
manuel.matias@ifisc.uib-csic.es
3IFISC, Palma de Mallorca, Spain; pere@ifisc.uib-csic.es

Communication through a mediator is a robust mechanism to achieve a high degree of synchronization
in large populations of oscillators even when the population is heterogeneous. Some examples of this
behavior include yeast cells in a common medium [1], pedestrians walking in a bridge [2] or star-coupled
semiconductor lasers [3]. In this context a progressive transition from the incoherent state for active
oscillators or a sudden transitions from the quiescent state for passive oscillators have been reported
when the number of oscillators is above a critical value. All those systems consider the elements coupled
all-to-all in a extremely symmetric way, all see the same mean field. Real systems can have several kinds
of interactions and while global coupling may be present, pairwise coupling between some elements
may also be present. The question of how pairwise coupling changes the results obtained with global
coupling remains open.
In particular we consider N Stuart-Landau oscillators, zj , globally coupled through a common linear
damped oscillator, F , and pairwise coupled by direct coupling:

żj = (µ+ iθj)zj − |zj |2 zj + k
(1)
A (F − zj) + kB

N∑
k=1

Bjkzk, (1)

Ḟ = (−γ + i∆)F + k
(2)
A

N∑
j=1

zj . (2)

where for oscillator j, µ controls the amplitude of oscillation and θj the detuning frequency. γ is the
damping parameter of the hub, and ∆ its natural frequency. Bjk can be positive or negative and defines
the topology of the pairwise couplings, and kA and kB are positive coupling strengths.
For resonant homogeneous oscillators (θj = θ = ∆) we use the Master Stability Function formalism
recently generalized for group synchronization [4] to study the effect of different couplings on the sta-
bility of synchronization. When Bjk ≥ 0 for all pairwise couplings synchronization is stable. In turn, if
someBjk are negative identical synchronization is still observed for a broad range of coupling strengths,
while outside this stable region it leads to a rich variety of coexisting dynamics such as inhomogeneous
amplitude synchronization or rotating waves of different orders.
For a heterogeneous population we show that four different transitions to synchronization can be ob-
served when the Stuart-Landau’s and the hub are nonresonant, that is, synchronization is reached
smoothly or suddenly from either the quiescent or the incoherent state. Surprisingly, heterogeneity in
passive oscillators helps the system to synchronize when compared with the homogeneous case which
is discussed in terms of the smaller detuning of part of the population with respect the hub. The effect
of pairwise interactions is also discussed under these conditions.

[1] J. Aldridge and E.K. Pye. Nature 259 670 (1976).
[2] S.H. Strogatz, D.M. Abrams, A. McRobie, B. Eckhardt and E. Ott. Nature 438 43 (2005).
[3] J. Zamora-Munt, C. Masoller, J. García-Ojalvo and R. Roy. Phys. Rev. Lett. 105 264101 (2010).
[4] T. Dahms, J. Lehnert and E. Scholl. Phys. Rev. E 86 016202 (2012).
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Fluctuations in driven polymer translocation

Johan L.A. Dubbeldam

Delft University of Technology, Delft, Netherlands; j.l.a.dubbeldam@tudelft.nl

The role of thermo-fluctuations in the course of driven translocation of a long polymer is investigated
by means of a molecular dynamics simulations. Our approach is based on the assumption that the
translocation coordinate s(t) is is a stochastic variable governed by a velocity Langevin equation. With
this in mind we derive the corresponding Fokker-Planck equation which has a nonlinear drift term and a
time-dependent diffusion coefficient D(t). Our direct MD simulation shows that the driven translocation
follows a super-diffusion with D(t) ∝ tγ with γ < 1. Using this finding in the numerical solution of the
Fokker-Planck equation demonstrates that under relatively small driving forces fluctuations can facilitate
the translocation process. Moreover , we find that the the scaling of the translocation time (τ ) with
polymer length N is affected by fluctuations: the exponent α in the scaling relation τ ∝ Nα is decreases
due to fluctuations. In the non-driven case the translocation is slightly subdiffusive and can be treated
within the framework of fractional Brownian motion

Causality detection for short-term data

Huanfei Ma1, Kazuyuki Aihara2 and Luonan Chen3

1University of Tokyo, Tokyo, Japan; huanfei.ma@gmail.com
2University of Tokyo, Tokyo, Japan; aihara@sat.t.u-tokyo.ac.jp
3Chinese Academy of Sciences, Shanghai, China; lnchen@sibs.ac.cn

Causality detection based on time-series data has attracted great attention and provides insight for the
regulation relationship in complex systems. The famous Granger causality [1] definition has widely been
accepted as a criterion for the detection of causality in various disciplines. Recently, some new type of
causality detection method has also been proposed to compensate the limit of Granger causality [2].
However, these methods are all based on the assumption that the underlying time-series is sufficiently
long. Nevertheless, due to the cost of measurement or the limit of experimental technique, some time-
series data shows short-term character, among which the microarray data for gene expressions comes
as a representative example. For these short-term data, the originally method cannot take effect or
the yielded result cannot be convincing. Therefore, an interesting question arises that whether we can
detect causality between two short-term time-series data.
In this work, we will revisit the nonlinear state space reconstruction technique and propose a method
to detect causality based on the smoothness of the map between two reconstructed attractors. With
the proposed method, we will investigate the possibility to detect causality between two short-term time-
series data. To be specific, provided two time-series x(t) and y(t), we will first reconstruct the attractor
X and Y respectively, with the standard delayed embedding technique. Then we will propose a criterion
to describe the smoothness between the two attractors X and Y, which will indicate the causal relation
between the two time-series. Finally we will design some index to compute the causality form x to y
and vice versa. Both theoretical analysis and numerical results for some standard test models will be
included in our work.

[1] C. Granger. Econometrica: Journal of the Econometric Society 37 424-438 (1969).
[2] G. Sugihara et al. Science 338 496-500 (2012).
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Theory of heteroclinic computation

Fabio Schittler Neves1, Frederik Fix2, Gunter Weber3 and Marc Timme4

1Network Dynamics Group, Goettingen, Germany; neves@nld.ds.mpg.de
2Max Planck Institute for Dynamics and Self-Organization, Goettingen, Germany;
fix@nld.ds.mpg.de
3Network Dynamics Group, Goettingen, Germany; gunter@nld.ds.mpg.de
4Max Planck Institute for Dynamics and Self-Organization, Goettingen, Germany;
timme@nld.ds.mpg.de

A broad range of systems exhibit complex heteroclinic networks of saddles and are thereby capable
of universal types of computation in the presence of simple coding and decoding schemes. Hetero-
clinic cycles within such networks of states constitute promising candidates for representing solutions of
computational tasks. Still it remains an open problem under which conditions systems with heteroclinic
networks can actually perform all of a computation, with no computational load shifted to encoding or
decoding. This constitutes a key question for potential future applicability of the heteroclinic computation
paradigm, because restrictions in the core system itself would limit its use.
Here we develop the fundamentals for a theory of computability through processes that exploit switching
across heteroclinic networks. An input-output function is computable if and only if for each input (out of
a collection of all possible inputs) its desired outputs can be represented uniquely. Given such compat-
ibility conditions, we suggest a method of finding system modifications to admit complex computations.
In particular, we reduce the problem to a standard combinatorial optimization procedure by modifying
the coupling strengths of the original system such that any given input-output function can be realized.
As a result of the broken network-symmetry there is a tradeoff between computability of functions and
their initialization in state space, i.e. whether the system can perform all desired computations starting
from one given initial state. This suggests a feasibility hierarchy of solutions that we name non-existent,
initializable and transitive.
In summary, we present a novel concept of computability in (arbitrary) systems exhibiting heteroclinic
networks. The concept is system-independent and may find its way into hardware applications, e.g. in
electronic circuits, micro-mechanical oscillators, or coupled lasers.

[1] P. Ashwin and M. Timme. "Nonlinear dynamics: When instability makes sense". Nature 436 36
(2005).

[2] P. Ashwin and J. Borresen. "Discrete computation using a perturbed heteroclinic network". Phys.
Lett. A 374 208 (2005).

[3] F. Schittler Neves and M. Timme. "Computation by Switching in Complex Networks of States". Phys.
Rev. Lett. 109 018701 (2012).
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Granger causality in high-dimensional systems using restricted vector autore-
gressive models

Elsa Siggiridou1 and Dimitris Kugiumtzis2

Aristotle University of Thessaloniki, Thessaloniki, Greece
1elsa_siggiridou@hotmail.com
2dkugiu@gen.auth.gr

Granger causality stems from econometrics and regards the effect of one variable in the time evolution
of another variable. Measures of Granger causality have been employed for the investigation of the
inter-dependence structure of complex systems, where each observed variable may also represent a
subsystem. Though most complex systems are inherently nonlinear and thus only nonlinear Granger
causality measures are in principle appropriate, often the limitations of noise and time series length sug-
gest the use of linear Granger causality measures. In the presence of many observed variables, even
linear Granger causality measures may collapse due to the instability of the estimation of vector autore-
gressive models (VAR) of many variables on time series of limited length (large number of coefficients
of lagged variables to be estimated).
Here, we investigate VAR models with constraints, also referred to as dynamic regression models (DR),
derived under different selection methods for the lagged variables, i.e. the top-down strategy, the bottom-
up strategy, the so-called Lasso method, and a recently developed technique called backward-in-time
selection (BTS) [1].
For the Granger causality from a driving variable Xi to a response variable Xj , Xi → Xj , we concen-
trate on the presence of Xi in the representation of the DR model for Xj estimated on the time series
of K observed variables X1, . . . , XK . If Xi is present, then there is Granger causality and it is quan-
tified by the standard conditional Granger causality index (CGCI), otherwise CGCI is exactly zero. The
main advantage of this approach is that the DR representation involves only a subset of the set of all
KP lagged variables, where P is the maximum lag, and thus it can be applied even in problems where
KP > N . In this context, the top-down strategy for the selection of DR is inferior to the other methods.
We assess the DR representation from the four selection methods and the complete VAR representation
in terms of the sensitivity and specificity of CGCI. For this a simulation study is conducted using linear
and nonlinear, deterministic and stochastic, low and high-dimensional systems and different lengths of
generated time series. For nonlinear systems, we compare the DR and VAR representation with the
non-uniform mixed embedding obtained by a criterion of conditional mutual information [2].
Further, we apply the DR representation for the estimation of CGCI to multi-channel scalp electroen-
cephalographic (EEG) recordings of epileptic patients, containing epileptiform discharges (ED), i.e. in-
terictal discharges and subclinical epileptic seizures. We estimate the brain connectivity before, during
and after ED. We investigate if CGCI with DR representation can detect alterations in the connectivity
structure under different states.

[1] I. Vlachos and D. Kugiumtzis. "Backward-in-time selection of the order of dynamic regression pre-
diction model". Journal of Forecasting, 2013. To appear.

[2] I. Vlachos and D. Kugiumtzis. "Non-uniform state space reconstruction and coupling detection".
Physical Review E 82 016207 (2010).
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Inference of time-evolving structural and functional relationships from networks
of interacting oscillators

Tomislav Stankovski1, Peter V.E. McClintock2 and Aneta Stefanovska3

1Department of Physics, Lancaster, UK; t.stankovski@lancaster.ac.uk
2Lancaster University, Lancaster, UK;
3Department of Physics, Lancaster, UK;

The time-variability of dynamics is a common characteristic in oscillatory systems that interact freely with
each other and/or with the environment. In nature, such non-autonomous systems arise in diverse ar-
eas, including geophysics, biology and astrophysics. Often the systems are found to coexist and interact
in a larger number, forming networks of interacting oscillators. These form a large and important group
of physical systems, and can introduce a higher complexity, both in structure and functional behavior.
For example in neuronal networks, the existence of spatial and spatial-temporal correlations, collective
or partially collective (clustering) behavior, synchronization or desynchronization, and time variability has
been reported. In such cases, and given the kinds of phenomenon to be studied, there is an increasing
need for powerful techniques that can infer the time-varying dynamics of the oscillatory networks.
We introduce a new method that encompasses time-variability and reconstructs the inter-oscillator cou-
pled dynamics [1]. Based on Bayesian inference for stochastic differential equations (SDE), the tech-
nique infers the multivariate dynamics of interacting oscillators. The Bayesian probability lying at the core
of the method is itself time-dependent via the prior probability as a time-dependent informational pro-
cess. By considering complex interacting systems that are oscillatory and subject to noise, the method
extracts their dynamical properties and functional relationships. We generalize the method to encom-
pass networks of interacting oscillators and demonstrate its applicability to small-scale networks [2].
By reconstructing the phase dynamics in terms of a set of periodic base functions, we applied the
method on numerical examples to determine the time-variability of structural and functional connectivity
within the networks. We considered pair-wise and joint coupling relationships. Our analysis showed
that when one applies appropriate surrogate testing, the technique is able to distinguish the structural
couplings as being significant, thus differentiating from what are considered to be effective couplings.
We showed that the method is readily applicable in situations when the dynamical variations are taking
the network structure through various different connectivity states, and that the different topologies are
detected reliably throughout their time evolution.

[1] T. Stankovski, A. Duggento, P.V.E. McClintock and A. Stefanovska. Phys. Rev. Lett. 109 024101
(2012).

[2] A. Duggento, T. Stankovski, P.V.E. McClintock and A. Stefanovska. Phys. Rev. E 86 061126 (2012).
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Stochastic delay equations: Numerical methods for biophysical models

Harish S. Bhat1, Nitesh Kumar2 and R. W. M. A. Madushani3

1University of California, Merced, USA; hbhat@ucmerced.edu
2Merced, Merced, USA; nkumar4@ucmerced.edu
3University of California, Merced, USA; rmadushani@ucmerced.edu

Recent work has shown that models of human balance control and postural sway must incorporate noise
and time delays in order to accurately explain observed data [1]. To examine the interplay between these
phenomena, researchers have studied systems such as

dXt = αXt−τdt+ dWt, (1)

a stochastic delay equation, where Wt denotes standard Brownian motion. In such studies, it is typ-
ical to compute numerous sample paths of Eq. 1 using Monte Carlo techniques, in order to calculate
quantities of interest such as the distribution of Xt for t > 0. For a stochastic equation with no time
delay, this distribution could be computed by solving the associated Fokker-Planck equation; however,
the Fokker-Planck equation associated with stochastic delay equations is circular and has thus far been
of limited use in numerical solution procedures.
Here we present two numerical methods for computing the distribution of the solutionXt of Eq. 1 without
resorting to Monte Carlo simulation. Our strategy consists of discretizing the equation both in time and in
probability space, i.e., converting all random variables in the problem from continuous to discrete. This
yields a delayed random walk, the probability mass function of which can be computed using either a
recursive method or a tree method. The recursive method involves unraveling the time-discretization of
Eq. 1 into a sum of random variables, and then computing the distribution of this sum. The tree method
consists of incrementally growing a tree of all possible sample paths of Eq. 1 together with the respective
probabilities along each path. Rather than grow full trees [2], we grow approximate trees in which paths
that differ by a small tolerance are allowed to coalesce. Both methods we propose can be used to solve
Eq. 1 even if Wt is replaced by a different stochastic process, e.g., Poisson noise.
We analyze the accuracy and efficiency of the two competing numerical methods, and we judge which
method can be more readily generalized to solve a more complex stochastic delay model that incorpo-
rates feedback control [3]. Due to its discontinuous nature, this latter model cannot be treated using
standard numerical methods for stochastic delay differential equations [4].

[1] J.G. Milton. J. Neural Engineering 8(6) 065005 (2011).
[2] H.S. Bhat and N. Kumar. Phys. Rev. E 86(4) 045701 (2012).
[3] J.G. Milton, J.L. Townsend, M.A. King and T. Ohira. Phil. Trans. Roy. Soc. A 367(1891) 1181–1193

(2009).
[4] X. Mao. LMS J. Comp. Math. 6 141–161 (2003).
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Spectrum and amplitude equations for scalar delay-differential equations with
large delay

Leonhard Luecken1, Serhiy Yanchuk2, Matthias Wolfrum3 and Alexander Mielke4

1Humboldt University of Berlin, Berlin, Germany; luecken@math.hu-berlin.de
2Humboldt University of Berlin, Berlin, Germany; yanchuk@math.hu-berlin.de
3WIAS Berlin, Berlin, Germany;
4WIAS Berlin, Berlin, Germany;

We study scalar delay-differential equations

dx

dt
= f(x(t), x(t− τ)) (1)

with long delay. Firstly, we describe the asymptotic properties of the spectrum of linear equations

dx

dt
= ax+ bx(t− τ). (2)

Using these properties, we classify possible types of destabilization of steady states. In the limit of
large delay, this classification is similar to the one for parabolic partial differential equations. We present
a derivation and error estimates for amplitude equations, which describe the local behavior of delay-
differential systems close to the destabilization threshold.
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Reservoir Computing with a single nonlinear node subject to multiple delay feed-
backs

Silvia Ortín1, Lennert Appeltant2, Luis Pesquera3, Guy Van der Sande4, Jan
Danckaert5 and José Manuel Gutiérrez6
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3Instituto de Física de Cantabria (UC-CSIC), Santander, Spain; pesquerl@ifca.unican.es
4Vrije Universiteit Brussel, Brussel, Belgium; guy.van.der.sande@vub.ac.be
5Vrije Universiteit Brussel, Brussel, Belgium; jandan@vub.ac.be
6Instituto de Física de Cantabria (CSIC-UC), Santander, Spain; manuel.gutierrez@unican.es

Reservoir Computing (RC) is a new neuron-inspired research line in machine learning. This approach
yielded excellent results in many tasks such as time series prediction or speech recognition. Standard
RC systems are drive-input networks of many nonlinear elements sparsely connected. The transient
states of the nonlinear system induced by the input are used to compute. A key feature of RC systems is
that they are able to remember previous inputs. This memory capacity of the system allows the process-
ing of time varying data streams. The memory capacity of standard RC systems increases with the num-
ber of nonlinear elements, called neurons. Recently, a new way to implement RC has been presented
within the framework of the European project PHOCUS (see http://www.ifisc.uib-csic.es/phocus/). In this
new approach, the network of multiple nonlinear elements is substituted by a single nonlinear node with
delayed feedback. This system can process information as efficiently as traditional RC and the reduction
to a single node drastically facilitates hardware implementations. However, the memory capacity of a
single nonlinear node subject to feedback is limited and tasks with high memory requirements remained
unattainable hitherto. To increase the memory capacity of one single node we have added multiple delay
lines that feed back several input responses simultaneously. We have performed numerical simulations
to determine the performance of an Ikeda-type nonlinearity with such a multiple delay-feedback topology.
The Ikeda nonlinearity is often found in electro-optical systems. The equation that governs our system
is given by:

ẋ(t) = −x(t) + β sin2

[
γI(t) + φ+

P∑
i=1

wix(t− τi)

]
, (1)

with β the nonlinear feedback strength, γ the input scaling, φ the phase, I(t) the input, wi and τi the
feedback weight and length and P the number of feedback lines. We have found that the memory
capacity of the system can be increased as we increase the number of delay lines: the longer the length
of the feedback line, the older the state of the system that is being fed back. We have also studied the
performance of multiple delay configurations in two high demanding memory tasks that are considered
standard benchmarks in the RC field, the NARMA-10 and the PARITY tasks. For both tasks, the single
delay node with multiple delay lines not only outperformed the single delay node with only one delay line,
but also the standard RC systems.
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Synchronization of neuronal complex networks in the presence of delayed inter-
actions

Toni Perez1, Victor M. Eguíluz2 and Alex Arenas3

1IFISC, Palma de Mallorca, Spain; toni@ifisc.uib.es
2IFISC, Palma de Mallorca, Spain; victor@ifisc.uib-csic.es
3URV, Tarragona, Spain;

In the study of complex systems, as important as the intrinsic properties of individual elements stands
the network in which they are embedded and of which they acquire great part of its responsiveness
and functionality. We have explored how delay and different topological properties of several classes
of neuronal networks affect the capacity of their elements to establish well-defined temporal relations
among the firing sequence of their action potentials. This capability of neuronal networks to produce
and maintain a precise coordinated firing (either evoked by external drive or internally generated) is
central to neural systems to exploit precise spike timing for the representation and communication of
information. Our results, based on simulations of conductance-based model of neurons in an oscillatory
regime, indicate that only certain network topologies are able of a coordinated firing at a local and
long-range scale simultaneously. Besides network architecture, we find that delays not only set the
phase difference between the oscillatory activity of remote neural populations but determine whether
they can set in any coherent firing at all. We have also investigated how inhomogeneities in natural firing
frequencies across neurons affect the synchronization of the network.
Another important aspect is the study of functional networks in complex systems. These networks are
obtained from the analysis of the temporal activity of their components, and are often used to infer their
unknown underlying connectivity. We have obtained the equations relating topology and function in
a system of diffusively delay-coupled elements in complex networks. We have solved them exactly in
motifs (directed structures of three nodes), and in directed networks. The mean-field solution for directed
uncorrelated networks shows that the in-degree of the nodes plays a dominant role in the clusterization of
the activity, and that the locking frequency decreases with increasing average degree. We found that the
exponent of a power law degree distribution of the structural topology, γ, is related to the exponent of the
associated functional network as α = (2− γ)−1, for γ < 2. We have also proposed a mean-field theory
for uncorrelated random networks that proves to be pretty accurate to predict phase synchronization in
real topologies, as for example the C.elegans or the Autonomous Systems connectivity.

[1] T. Pérez et al. PLoS ONE 6(5) e19900 (2011).
[2] T. Pérez, V.M. Eguilúz and A. Arenas. Chaos 21 025111 (2011).
[3] V. Eguíluz, T. Pérez, J. Borge-Holthoefer, A. Arenas. Physical Review E 83 056113 (2011).

CANCELLED. Frequency discontinuity in the globally coupled oscillators with
delay

Nirmal Punetha1, Awadhesh Prasad2 and Ramakrishna Ramaswamy3

1Jawaharlal Nehru University, New Delhi, India; punethanirmal@gmail.com
2Delhi University, New Delhi, India; awadhesh.prasad@gmail.com
3Hyderabad University, Hyderabad, India; r.ramaswamy@gmail.com

We consider an ensemble of globally coupled Kuramoto or Landau-Stuart oscillators with delayed in-
teraction and obtain a general equation for the frequency of synchronized dynamics in the network for
the different phase behaviors. When the number of oscillators is increased, the frequency of in-phase
synchronized motion remains unaffected while the anti-phase solutions either disappear or give clus-
tered phases, depending upon the parameter values. Consequently two kinds of transitions are possible
when the delay parameter is varied: (i) a discontinuity in the frequency with a transition from in-phase to
in-phase dynamics, and (ii) a transition from from in-phase motion to a clustered phase with a frequency
discontinuity.
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CT9: Fluids and granular media

Model of a two-dimensional extended chaotic system: Evidence of diffusing dis-
sipative solitons

Orazio Descalzi

Universidad de los Andes, Santiago, Chile; odescalzi@miuandes.cl

We investigate a two-dimensional extended system showing chaotic and localized structures. We
demonstrate the robust and stable existence of two types of exploding dissipative solitons. We show that
the center of mass of asymmetric dissipative solitons undergoes a random walk despite the determinis-
tic character of the underlying model. Since dissipative solitons are stable in two-dimensional systems
we conjecture that our predictions can be tested in systems as diverse as nonlinear optics, parametric
excitation of granular media and clay suspensions and sheared electroconvection. In addition, we de-
scribe the stable existence of quasi one-dimensional solutions of the two-dimensional cubic-quintic com-
plex Ginzburg-Landau equation for a large range of the bifurcation parameter. Quasi one-dimensional
(quasi-1 D) denotes in the present context solutions of fixed shape in one spatial dimension being simul-
taneously fully extended and space-filling in the second direction. This class of stable solutions arises
for parameter values for which simultaneously other classes of solutions are at least locally stable: the
zero solution, 2 D fixed shape dissipative solitons or 2 D azimuthally symmetric or asymmetric explod-
ing dissipative solitons. We show that quasi-1 D solutions can form stable compound states with 2 D
stationary dissipative solitons or with azimuthally symmetric exploding dissipative solitons, respectively.
We also find stable breathing quasi-1 D solutions near the transition to collapse. The analogy of several
features of the work presented here to recent experimental results on convection is elucidated.

Nonlinear dynamics in experimental devices with compressed/expanded surfac-
tant monolayers

Maria Higuera1, Jose Manuel Perales2 and Jose Manuel Vega3

Universidad Politécnica de Madrid, Madrid, Spain
1maria.higuera@upm.es
2jose.m.perales@upm.es
3josemanuel.vega@upm.es

The dynamics of surfactant monolayers are relevant in a wide variety of scientific and technological
fields including medicine, pharmacology,material science, and nanotechnology. A common experimental
set up to measure surface properties is a shallow liquid layer that is slowly compressed/expanded in
a periodic fashion by moving two slightly immersed solid barriers, which varies the free surface area
and thus the surfactant concentration. The forcing frequency is quite small, intending spatially uniform
surfactant concentration, which allows for ignoring the fluid dynamics in the bulk. This approximation
provides good results only if the dynamics is sufficiently slow. Here we present a long wave theory
for not so slow oscillations, taking the fluid dynamics and the symmetries of the problem into account.
This theory provides an asymptotic model that consists in a nonlinear diffusion equation that show fairly
interesting nonlinear dynamics. Also, it uncovers the physical mechanisms involved in the surfactant
behavior and allows for extracting more information from each experimental run.
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Photoisomerization front propagation in dye doped liquid crystal submitted to a
Gaussian forcing

Vincent Odent1, Claudio Falcón2 and Marcel Clerc3

Universidad de Chile, Santiago, Chile
1vodent@ing.uchile.cl

Lately photoresponse of materials has become a very attractive research subject. It offers ways to
develop many applications without using an electrical power supply [1]. Many studies have shown a
particular interest on the photoisomerization transition (between an anisotropic state and an isotropic
state) which is used like an optical switching [2]. However these studies consider a homogeneous opti-
cal forcing [2, 3], while the optical external forcing is a laser beam with a Gaussian spatial profile. They
have also showed that the temperature is an important factor for this transition.
We propose to study experimentally the front propagation in 2D submitted to a Gaussian profile cor-
responding to a photoisomerization. We will also compare also the front propagation with the spatio-
temporal temperature evolution induced by the laser beam in the medium.
The setup is composed by a dye doped liquid crystal illuminated by a laser beam. The optical signal is
recorded by a CDD camera. A polarizer is disposed in front of it to optimize the contrast between two
states. In order to record the temperature evolution, a thermal camera is placed at a certain angle near
the liquid crystal sample.
We determine experimentally that the transition is a first order with a hysteresis cycle. A bistable system
submitted to a Gaussian forcing in 1D was studied theoretically by [4]. They find the front temporal evo-
lution can be reproduced by a hyperbolic tangent. In the first place, to verify that the front propagation
dynamics in 2D follows a hyperbolic tangente, we detect the circle radius in the time (the front position).
The experimental result is in a very good agreement with the analytical trajectory. Later, we study experi-
mentally and numerically the final front position with different laser intensities. The numerical simulations
show a good quantitative correspondence with the analytical prediction and the experimental work also
show a good qualitative correspondence with the analytical prediction.
Finally, we follow, in real time, the front propagation and the spatio-temporal evolution of the tempera-
ture in the dye doped liquid crystal. We show that there is a perfect correlation between the front and
temperature propagations.

[1] H. Koerner, T.J. White, N.V. Tabiryan, T.J. Bunning and R.A. Vaia. materials today 11 34-42 (2008).
[2] A. Shishido, O. Tsutsumi, A. Kanazawa, T. Shiono, T. Ikeda and N. Tamai. J. Am. Chem. Soc. 119

7791–7796 (1997).
[3] I.C. Khoo. Physics Reports 471 221–267 (2009).
[4] V. Odent, S. Coulibaly, P. Glorieux, M. Taki and E. Louvergneaux. unpublished.

New standing solitary waves in water

Jean Rajchenbach1, Didier Clamond2 and Alphonse Leroux3

1Laboratoire de Physique de la Matière Condensée (CNRS UMR 7336), Université de Nice, Nice,
France; Jean.Rajchenbach@unice.fr
2Laboratoire Jean-Alexandre Dieudonné (CNRS UMR 7351). Université de Nice, Nice, France;
3Laboratoire de Physique de la Matière Condensée (CNRS-UMR 6622), Universite de Nice, Nice,
France;

By means of the parametric excitation of water waves in a Hele-Shaw cell, we report the existence of
two new types of highly localized, standing surface waves of large amplitude. They are, respectively,
of odd and even symmetry. Both standing waves oscillate subharmonically with the forcing frequency.
The two-dimensional even pattern presents a certain similarity in the shape with the 3D axisymmetric
oscillon originally recognized at the surface of a vertically vibrated layer of brass beads. The stable, 2D
odd standing wave has never been observed before in any media.
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Shear induced alignment of elongated macroscopic particles

Balázs Szabó1, Tamás Börzsönyi2, Sandra Wegner3 and Ralf Stannarius4

1Institute for Solid State Physics and Optics, Budapest, Hungary; szabo.balazs@wigner.mta.hu
2Wigner Research Center for Physics, Budapest, Hungary; borzsonyi.tamas@wigner.mta.hu
3Hungarian Academy of Sciences, Magdeburg, Germany; sandra.wegner@ovgu.de
4Institute for Solid State Physics and Optics, Magdeburg, Germany;
ralf.stannarius@physik.uni-magdeburg.de

Shear induced ordering and alignment of elongated objects can be observed at all length scales in
nature, in log jams on rivers, in seeds, nanorods, viruses, and even at molecular scales in nematic
liquid crystals. For macroscopic particles these alignment processes are poorly characterized, despite
their importance in agriculture or in industry. We showed that in steady shear the time and ensemble
averaged direction of the main axis of the particles encloses a small angle with the streamlines. This
shear alignment angle is independent of the applied shear rate across three decades, and it decreases
with increasing grain aspect ratio. We also measured a considerable reduction of the effective friction
due to the alignment. At the grain level the steady state is characterized by a net rotation of the particles,
as dictated by the shear flow. Furthermore, we studied the evolution of the ordering process with different
initial conditions.

[1] T. Börzsönyi, B. Szabó, G. Törös, S. Wegner, J. Török, E. Somfai, T. Bien and R. Stannarius.
"Orientational order and alignment of elongated particles induced by shear". Phys. Rev. Lett. 108
228302 (2012).

[2] S. Wegner, T. Börzsönyi, T. Bien, G. Rose and R. Stannarius. "Alignment and dynamics of elon-
gated cylinders under shear". Soft Matter 8 10950 (2012).

[3] T. Börzsönyi, B. Szabó, S. Wegner, K. Harth, J. Török, E. Somfai, T. Bien and R. Stannarius. "Shear
induced alignment and dynamics of elongated granular particles". Phys. Rev. E 86 51304 (2012).
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CT10: Quantum and hamiltonian systems

Information and energy exchange in multidimensional chaotic Hamiltonian sys-
tems

Chris Antonopoulos1, Ezequiel Bianco-Martinez2 and Murilo S. Baptista3

University of Aberdeen, Aberdeen, UK
1chris.antonopoulos@abdn.ac.uk
2r02eb12@abdn.ac.uk
3murilo.baptista@abdn.ac.uk

In this talk I will discuss about some novel, recently obtained, results that relate information, energy
exchange and sensibility to initial conditions on chaotic multidimensional Hamiltonian systems [1, 2].
Considering the degrees of freedom of the Hamiltonian as nodes of a complex dynamical network, I will
discuss about the relation among the Mutual Information Rate (MIR), the Kolmogorov - Sinai entropy,
the maximal Lyapunov exponent, and significant upper bounds of the MIR calculated in this network with
these same quantities defined on bi-dimensional projections [3], as the energy of the system increases. I
will also present some new formulae that connect information with energy. They show that the transfer of
kinetic energy per time unit is an exponential function of the largest Lyapunov exponent of the network or
an exponential function of the upper bound for the transfer of information per time unit. Therefore, energy
is transferred along the most unstable direction of the Hamiltonian system and the amount transferred
is larger the more chaotic the system is. Another relevant output of our results is that this complicate
relationship among these many dynamical invariants can be established on bi-dimensional projections
like for example on the kinetic versus potential plane. However, this relationship governs the behavior of
the higher dimensional Hamiltonian system.

[1] Ch. Antonopoulos, T. Bountis and Ch. Skokos. Int. J. Bif. Chaos 16(6) 1777–1793 (2006).
[2] Ch. Antonopoulos and T. Bountis. Phys. Rev. E 73 056206 (2006).
[3] M.S. Baptista, R.M. Rubinger, E.R. Viana, J.C. Sartorelli, U. Parlitz and C. Grebogi. PLOS ONE

7(10) e46745 (2012).
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Quantum dynamics: From coarse graining to a tower of scales via multiresolu-
tion

Antonina N Fedorova1 and Michael G Zeitlin2

IPME RAS, St.Petersburg, Russia
1anton@math.ipme.ru
2zeitlin@math.ipme.ru

We present a family of methods which can describe complex behaviour in quantum ensembles. We
demonstrate the creation of nontrivial (meta) stable states (patterns), localized, chaotic, entangled or
decoherent, from the basic localized modes in various collective models arising from the quantum hi-
erarchy described by Wigner-like equations. The advantages of such an approach are as follows: i)
the natural realization of localized states in any proper functional realization of (Hilbert) space of states,
ii) the representation of hidden symmetry of a chosen realization of the functional model describes the
(whole) spectrum of possible states via the so-called multiresolution decomposition. Effects we are
interested in are as follows: 1) a hierarchy of internal/hidden scales (time, space, phase space); 2)
non-perturbative multiscales: from slow to fast contributions, from the coarser to the finer level of resolu-
tion/decomposition; 3) the coexistence of the levels of hierarchy of multiscale dynamics with transitions
between scales; 4) the realization of the key features of the complex quantum world such as the ex-
istence of chaotic and/or entangled states with possible destruction in "open/dissipative" regimes due
to interactions with quantum/classical environment and transition to decoherent states. The numerical
simulation demonstrates the formation of various (meta) stable patterns or orbits generated by internal
hidden symmetry from generic high-localized fundamental modes. In addition, we can control the type
of behaviour on the pure algebraic level by means of properly reduced algebraic systems (generalized
dispersion relations).

Experimental observation of resonance assisted tunneling in systems with a
mixed phase space

Stefan Gehler1, Steffen Löck2, Ulrich Kuhl3, Hans-Jürgen Stöckmann4, Susumu
Shinohara5, Arnd Bäcker6 and Roland Ketzmerick7

1Fachbereich Physik, Philipps-Universität Marburg, Marburg, Germany;
stefan.gehler@physik.uni-marburg.de
2Institut für Theoretische Physik, Technische Universität Dresden, Dresden, Germany;
3Fachbereich Physik, Philipps-Universität Marburg and LPMC, CNRS UMR 7336, Université de Nice
Sophia-Antipolis, Marburg, Germany;
4Fachbereich Physik, Philipps-Universität Marburg, Marburg, Germany;
5Max-Planck-Institut für Physik komplexer Systeme, Dresden, Germany;
6Institut für Theoretische Physik, Technische Universität Dresden and Max-Planck-Institut für Physik
komplexer Systeme, Dresden, Germany;
7Institut für Theoretische Physik, Technische Universität Dresden and Max-Planck-Institut für Physik
komplexer Systeme, Dresden, Germany;

In quantum mechanical billiards with a mixed phase space tunnelling from regular islands to the chaotic
sea can be strongly increased by resonance-assisted tunnelling [1, 2]. This occurs due to nonlinear
resonances, which cause different regular states to be close in energy. To experimentally verify this
theory we designed a cosine-shaped microwave resonator with suitably placed absorbers destroying
the resonances of the chaotic sea but not affecting the stable island. Then the tunnelling rate can be
determined via the width of the resonances. Our experimental results are in agreement with theoretical
predictions.

[1] O. Brodier, P. Schlagheck and D. Ullmo. Phys. Rev. Lett. 87 064101 (2001).
[2] S. Löck et al. Phys. Rev. Lett. 104 114101 (2010).
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Quantization of the strongly chaotic billiards near cosmological singularities of
the gravitational field

Michael Koehn1, Hermann Nicolai2, Axel Kleinschmidt3 and Philipp Fleig4

Max Planck Institute for Gravitational Physics (Albert Einstein Institute), Potsdam, Germany
1michael.koehn@aei.mpg.de
2nicolai@aei.mpg.de
3axel.kleinschmidt@aei.mpg.de
4philipp.fleig@aei.mpg.de

Close to a cosmological singularity, the most relevant pure gravity and supergravity theories in four to
eleven spacetime dimensions admit a strongly chaotic cosmological billiard description. Such space-
time singularities are known to generically appear in classical gravitational theories based on general
relativity, and they are expected to be resolved through quantum effects. The quantum analysis of the
classical structure of these singularities reveals insights into how the promotion of the gravity theory to
a quantum theory of gravity could be achieved. The quantization of the arithmetic billiard systems via
the supersymmetry constraint leads to wavefunctions which are automorphic under generalized modu-
lar groups. For instance, the cosmological billiard domain for eleven-dimensional supergravity is given
by the Weyl chamber of the hyperbolic Kac-Moody group E10, and its associated “wavefunction of the
universe” has to be an odd Maass waveform automorphic under the generalized modular group with
respect to octonions. The new arithmetic perspective provides interesting implications for old issues
in quantum cosmology, such as the quantum mechanical resolution of singularities, the arrow of time,
ordering ambiguities, and it might yield new insights concerning the existence of infinitely many observ-
ables and the emergence of spacetime from pregeometric concepts. The exact analytic determination
of the automorphic forms associated with the classically strongly chaotic billiards as of today is out of
reach. Knowledge about the shape and volume of the billiard domains is essential for the application
of semiclassical quantization methods to the classically chaotic dynamics. We investigate the evolu-
tion of generic initially localized relativistic wavepackets as quantum cosmological billiards towards the
singularity, both in flat and in hyperbolic space description, and elucidate and illustrate the subtle and
interesting special features of the wavepacket evolution in both cases [1, 2, 3, 4].

[1] M. Koehn. Phys. Rev. D 85 063501 (2012).
[2] P. Fleig, M. Koehn and H. Nicolai. Lett. Math. Phys. 100 261 (2012).
[3] A. Kleinschmidt, M. Koehn and H. Nicolai. Phys. Rev. D 80 061701 (2009).
[4] M. Koehn. Europhys. Lett. 100 60008 (2012).
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Comparison of Newtonian and relativistic dynamical predictions for low-speed
and low-speed weak-gravity systems

Boon Leong Lan

Monash University, Sunway, Malaysia; lan.boon.leong@monash.edu

It is conventionally believed that the special-relativistic dynamical predictions for low-speed systems are
well-approximated by the Newtonian predictions for the same parameters and initial conditions. Simi-
larly, it is also conventionally believed that the general-relativistic dynamical predictions for low-speed
weak-gravity systems are well-approximated by the Newtonian predictions. However, in this talk, I will
show with a few simple nonlinear systems – periodically-delta-kicked particles and bouncing ball – that
this expectation is not always true, not only for single trajectory predictions [1, 2, 3] but also for statistical
predictions [4, 5] such as probability density, mean and variance of the trajectory, scattering probabilities
and momentum diffusion. These findings suggest that the Newtonian predictions are not always em-
pirically reliable as conventionally expected for low-speed and low-speed weak-gravity systems. Other
ramifications of these findings will also be discussed.

[1] B.L. Lan. Chaos 16 033107 (2006).
[2] B.L. Lan and F. Borondo. Phys. Rev. E 83 036201 (2011).
[3] S.N. Liang and B.L. Lan. PLOS ONE 7 e34720 (2012).
[4] S.N. Liang and B.L. Lan. PLOS ONE 7 e36430 (2012).
[5] S.N. Liang, F. Borondo and B.L. Lan. PLOS ONE 7 e48447 (2012).
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Quantifying gene-circuit dynamics at the single-cell level

Jordi García-Ojalvo

Universitat Pompeu Fabra, Barcelona, Spain; jordi.g.ojalvo@upc.edu

Cellular processes rely on the coordinated activity of multiple genes and proteins linked together in reg-
ulatory circuits. Understanding cellular processes requires a global view of these circuits at the system
level. In that scenario, theoretical models become an absolute necessity in order to comprehend cellular
behavior. Since the experimental values of most model parameters are unknown, it is imperative to
validate the models by performing a quantitative comparison between experiments and theory. Here we
show how such a comparison can be undertaken in a systematic way, using bacterial stress response as
a case example. Our results also show how dynamics plays a crucial role in allowing for this quantitative
approach to cellular physiology.
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Evolution on genotype networks leads to phenotypic entrapment

Susanna C. Manrubia

Centro de Astrobiología CSIC-INTA, Madrid, Spain; scmanrubia@cab.inta-csic.es

The relationship between genotype and phenotype is many-to-many. In particular, genotypes encoding
a particular phenotype form vast, connected networks that often span the whole space of possible geno-
types. Regarding their topological properties, genotype networks are highly heterogeneous in degree
and, in most know cases, assortative (as in RNA and proteins). These properties have important effects
on the dynamics of populations evolving on genotype networks. In this contribution we demonstrate that,
as time elapses, the probability that a population visits nodes of increasingly higher degree augments.
In evolutionary terms, this implies that the probability that a population changes phenotype depends in
a non-trivial way on the time the population has maintained its current phenotype. We derive a mathe-
matical theory that explicitly quantifies this phenotypic entrapment and explicitly shown the dependence
on measurable quantities such as network size, mutation rate, or fitness of the phenotype. Numerical
simulations of dynamics on RNA genotype networks are used to illustrate the phenomenon and the
predictive power of the theory.
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MS6: Collective behavior in networks of oscillators

Between complete synchronization and complete incoherence in large, heterogeneous systems of cou-
pled phase oscillators there is a rich variety of collective behavior with different types of transitions in the
dynamics of macroscopic observables. In this symposium we will present detailed numerical and analyt-
ical studies of this highly non-linear, non-equilibrium regime. The transition to synchronization is found
to be non-universal, i.e. It depends crucially on the system details, the type of coupling, the shape of the
frequency distribution, even if it is symmetric and unimodal, and the topology of the complex coupling
network.

Organizers: R. Toenjes and A.Torcini

Extensive chaos and coherent dynamics in sparse networks

Simona Olmi1, Luccioli Stefano2, Antonio Politi3 and Alessandro Torcini4

1Istituto dei Sistemi Complessi, Florence, Italy; simona.olmi@fi.isc.cnr.it
2Istituto dei Sistemi Complessi, Florence, Italy; stefano.luccioli@fi.isc.cnr.it
3Aberdeen University, Aberdeen, United Kingdom; a.politi@abdn.ac.uk
4Istituto dei Sistemi Complessi, Florence, Italy; alessandro.torcini@cnr.it

The research concerning the existing relationship between the topology of a "chaotic" system and the
number of active degrees of freedom started in 1982 by Ruelle has known recently some interesting
evolution. In this talk I will report the last results concerning the link between topology and degree of
chaoticity in complex (neural) networks. In particular, in sparse networks the number of active degrees
of freedom, as measured by the Lyapunov spectrum, increases linearly with the number of nodes, sug-
gesting that in such systems chaos is extensive as in usual system with diffusive coupling. Despite the
fact that the dynamics in such networks cannot be interpreted as the juxtaposition of weakly interacting
sub-networks, as in diffusively coupled systems. This (apparent) contradiction has so far not found any
solution. Furthermore, I will show that in sparse networks a finite connectivity (of the order of a few tens)
is sufficient to sustain a nontrivial macroscopic dynamics even in the thermodynamic limit.

[1] D Ruelle. "Large volume limit of the distribution of characteristic exponents in turbulence". Commun.
Math. Phys. 87 287 (1982).

[2] R. Livi, A. Politi and S. Ruffo. "Distribution of characteristic exponents in the thermodynamic limit".
J. Phys. A: Math. and Gen. 19 2033-2040 (1986).

[3] S. Olmi, R. Livi, A. Politi and A. Torcini. "Collective oscillations in disordered neural network". Phys.
Rev. E 81 046119 (2010).

[4] K.A. Takeuchi, H. Chatè, F. Ginelli, A. Politi and A. Torcini. "Extensive and Sub-Extensive Chaos in
Globally-Coupled Dynamical Systems". Phys. Rev. Lett. 107 124101 (2011).

[5] M. Monteforte and F. Wolf. "Dynamical Entropy Production in Spiking Neuron Networks in the Bal-
anced State". Phys. Rev. Lett. 105 268104 (2010).

[6] L. Tattini, S. Olmi and A. Torcini. "Coherent periodic activity in excitatory Erdös-Reniy neural net-
works". Chaos 22 023133 (2012).

[7] S. Luccioli, S. Olmi, A. Politi and A. Torcini. "Collective dynamics in sparse networks". Phys. Rev.
Lett. 109 138103 (2012).
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Synchronization transition in sparse random networks of identical phase oscil-
lators

Ralf Toenjes1, Naoki Masuda2 and Hiroshi Kori3

1Potsdam University, Potsdam, Germany; ralf.toenjes@uni-potsdam.de
2The University of Tokyo, Tokyo, Japan;
3Ochanomizu University, Tokyo, Japan;

We consider the transition to synchronization in sparse random networks of attractively coupled, iden-
tical phase oscillators. When normalized by the input degree, complete synchronization is always an
absorbing state of the system. However, this state might not be reached from random initial conditions.
Instead, it can co-exist with a stable state of complete desynchronization or partial synchronization. The
mean degree of the sparse random network plays the role of a topological bifurcation parameter. The
bifurcation diagram of the macroscopic order parameter, including unstable branches of partial synchro-
nization, are obtained with the help of a linear control scheme. Our results have been published in
[1].

[1] R. Toenjes, N. Masuda and H. Kori. Chaos 20 033108 (2010).

Nonuniversal transitions to synchrony in globally coupled phase oscillators

Oleh Omel’chenko

Weierstrass Institute, Berlin, Germany; omelchen@wias-berlin.de

Emergence of collective behavior (synchrony) in large groups of non-identical oscillators is of great in-
terest because it occurs in a wide variety of significant applications. Many important features of this
phenomenon can be recovered from a paradigmatic system of phase oscillators that are globally cou-
pled with a phase lag (Sakaguchi-Kuramoto model). For this model we formulate a general bifurcation
analysis framework based on a frequency dependent version of the Ott-Antonsen method, which al-
lows for a universal description of possible synchronization transition scenarios for any given distribution
of natural frequencies. We show that, contrary to common belief, for certain unimodal frequency dis-
tributions there appear unusual types of synchronization transitions, where synchrony can decay with
increasing coupling, incoherence can regain stability for increasing coupling, or multistability between
partially synchronized states and/or the incoherent state can appear.

Pulse coupling versus diffusive coupling in neural networks

Antonio Politi1 and Michael Rosenblum2

1University of Aberdeen, Aberdeen, UK; a.politi@abdn.ac.uk
2University of Potsdam, Potsdam, Germany; mros@uni-potsdam.de

Two coupling schemes are typically invoked when networks of phase oscillators are investigated: (i)
Kuramoto-like (including the various generalizations) that is based on (instantaneous) phase-differences
between pairs of oscillators; (ii) pulse-coupling, where the (delayed) interaction follows the transit of one
oscillator trough a given threshold. Similar collective phenomena have been observed in the two setups,
but also important differences have so far emerged. The two schemes are mutually compared to identify
the role and meaning of various ingredients (such as pulse width, inhibition vs. excitation, delay).
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MS7: Localized structures of light in dissipative media I

In recent years considerable progress has been made in understanding the properties of nonlinear local-
ized structures of light (often called optical solitons) in dissipative systems. Due to their unique diffraction
properties, such dissipative media, has very promising applications in modern technology. The two mini-
symposiums we propose involve theoretical and experimental talks by leading groups working in nonlin-
ear optics and laser physics. The purpose of the two mini-symposiums to bring together contributions of
researchers working on mathematical, physical, and technological aspects of localized structures, and
thereby to present an overview of the state of art in the formation and the characterization of localized
structures. The following topics related to the formation of localized structures in dissipative systems will
be covered: PART I Broad area VCSELs with delayed feedback in cavity solitons Localization of exciton
polaritons in microcavities Liquid crystal light-valve with optical feedback

Organizers: M. Tlidi, K. Staliunas and K. Panajotov
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Delay induced instabilities of localized structures of light in optical systems

Andrei G Vladimirov1, Mustapha Tlidi2, Alexander Pimenov3, Krassimir Panajotov4,
Dmitry Puzyrev5, Serhiy Yanchuk6 and Svetlana V Gurevich7

1Cork Institute of Technology, Cork, Ireland; vladimir@wias-berlin.de
2WIAS, Berlin, Germany; mtlidi@ulb.ac.be
3Universite Libre de Bruxelles, Brussels, Belgium; pimenov@wias-berlin.de
4WIAS, Berlin, Germany; kpanajot@b-phot.org
5Vrije Universiteit Brussel, Brussels, Belgium; dmitrypuzyrev@gmail.com
6Humboldt University of Berlin, Berlin, Germany; yanchuk@math.hu-berlin.de
7Humboldt University of Berlin, Berlin, Germany; gurevics@uni-muenster.de

Cavity solitons are localized spots of light in the transverse section of passive and active optical de-
vices: broad area lasers and semiconductor cavities with external coherent pumping. Under certain
conditions a drift instability can appear in these devices leading to a transverse motion of cavity solitons.
Such motion in distributed dynamical systems of different nature can be induced by various effects, e.g.,
walk-off, convection, phase gradient, vorticity, finite relaxation times, the so-called Ising-Bloch transition,
symmetry breaking due to off-axis feedback, or resonator detuning. Recently it was shown within the
framework of the Swift-Hohenberg equation [1] that a drift instability leading to a spontaneous motion
of localized structures in arbitrary direction can be induced by a delayed feedback term. More recently
the appearance of nontrivial instabilities resulting in the formation of oscillons, soliton rings, labyrinth
patterns, or moving structures was demonstrated in this system [2].
First, we study the effect of delayed feedback on the mobility properties of transverse cavity solitons
in a broad area semiconductor microcavity. We present analytical and numerical analysis of the de-
pendence of the drift instability threshold and on the feedback strength, feedback phase, and carrier
relaxation time. In particular we demonstrate that due to finite carrier relaxation rate the delay induced
drift instability can be suppressed to a certain extent. We give analytical estimation of the soliton velocity
near the drift instability point which is in a good agreement with numerical results obtained using the full
model equations.
Next, the effect of delayed optical feedback on the dynamics of cavity solitons in a broad area semi-
conductor laser with a saturable absorber is investigated theoretically. It is shown analytically that the
threshold of delay induced drift instability can be considerably reduced in a laser with broad spectral
bandwidth of the gain medium. Furthermore, it is demonstrated that depending on the feedback phase it
is possible not only to destabilize cavity solitons via the delay induced drift instability but also to suppress
another drift instability [3] related to the finite relaxation rates of the gain and absorber sections.

[1] M. Tlidi, A.G. Vladimirov, D. Pieroux and D. Turaev. "Spontaneous motion of cavity solitons induced
by a delayed feedback". Phys. Rev. Lett. 103 103904 (2009).

[2] S.V. Gurevich and R. Friedrich. "Instabilities of Localized Structures in Dissipative Systems with
Delayed Feedback". Phys. Rev. Lett. 110 014101 (2013).

[3] S.V. Fedorov, A.G. Vladimirov, G.V. Khodova and N.N. Rosanov. "Effect of frequency detunings and
finite relaxation rates on laser localized structures". Phys. Rev. E 61 5814 (2000).
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Spatiotemporal chaotic localized state in liquid crystal light valve experiments
with optical feedback.

Marcel Clerc

Universidad de chile, Santiago, Chile; marcel@dfi.uchile.cl

We study the existence, stability properties, and dynamical evolution of localized spatiotemporal chaos.
We provide evidence of spatiotemporal chaotic localized structures in a liquid crystal light valve exper-
iment with optical feedback. The observations are supported by numerical simulations of the Lifshitz
model describing the system. This model exhibits coexistence between a uniform state and a spa-
tiotemporal chaotic pattern, which emerge as the necessary ingredients to obtain localized spatiotem-
poral chaos. In addition, we propose a simple model, Nagumo-Kurampto model, that allows us to unveil
the front interaction mechanism at the origin of the localized spatiotemporal chaotic structures.

Spatial patterns and cavity solitons in spatially rocked nonlinear optical systems

Germán J. de Valcárcel

Universitat de València, Valencia, Spain; german.valcarcel@uv.es

When coupled systems of oscillators are submitted to almost-periodic perturbations in the form of a 1:1
resonant periodic carrier whose amplitude’s sign alternates in space (so-called spatial rocking), pattern
formation associated to sychronization emerges. These patterns differ however from the classic 1:1
resonance ones in that now the system’s response is phase-bistable —like in the classic 2:1 parametric
resonance. Thus spatial rocking is an alternative to parametric forcing and this is especially important
in systems which are insensitive to the latter, like most nonlinear optical cavities. Spatial rocking in this
case just consists of injecting a resonant signal whose amplitude’s sign alternates across the transverse
plane (e.g. by interference between two tilted waves). We will show both in the active case (laser-like) [1]
and in the passive case (Kerr-like) [2] that phase-bistable patterns (such as phase domain walls, phase
domains and labyrinths) as well as phase-bistable spatial solitons (both dark-ring and bright) are formed
thanks to spatial rocking.

[1] G.J. de Valcárcel and K. Staliunas. Phys. Rev. Lett. 105 054101 (2010).
[2] G.J. de Valcárcel and K. Staliunas. "Phase-bistable Kerr cavity solitons and patterns". Phys. Rev. A

accepted.
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Optical vortex self-assembly in liquid crystal media

Stefania Residori

INLN – Institut Non Linéaire de Nice, 1361 Route des Lucioles, France;
Stefania.Residori@inln.cnrs.fr

Optical vortices are singular points where the electromagnetic field goes to zero and around which the
phase screws up as an n-armed spiral, with n the topological charge. In low-order Gauss-Laguerre
beams a single optical vortex appears as a phase singularity on the axis of the beam propagation
direction. Optical vortex beams attract a lot of attention for the exchange of angular momentum between
light and matter and the realization of quantum computational schemes. Up to now, the generation
of optical vortex beams has been mainly realized by using spiral phase plate or diffractive optical
elements. Among these schemes, some lack in tunability while others exhibit efficiency problems.
Another approach has been, recently, proposed, which relies on pre-imposed radial director orientation
in nematic liquid crystal samples, so-called, q-plates [1]. This method provides both tunability and high
efficiency, however, the liquid crystal alignment can cause some beam deformation and a consequent
loss in the quality of the generated optical vortices.
We have recently proved a novel method for the creation of optical vortex beams, which relies on
reconfigurable and optically addressable self-induction of vortex-like matter defects in a liquid crystal
texture [2]. At this purpose we have realized a liquid crystal light-valve (LCLV) that is filled with a
nematic liquid crystal with negative anisotropy; the contact interfaces are treated in order to provide
a hometropic alignment of the liquid crystals. Due the photocondutive substrate of the LCLV, the
effective voltage across the liquid crystal layer acquires a bell shaped profile: higher in the center of
the illuminated area and able to overcome the critical voltage prior to reorientation [3]. As we employ a
liquid crystal with negative anisotropy, the molecules tend to align perpendicularly to the electric field
with a 2π degeneration in the reorientation direction, causing the formation of a topological defect in its
configuration. This localized defect behaves as an optical spin-orbit coupler/converter and the vortex
induction yields the robust generation of beams with orbital angular momentum. The same method is
applied to create optical vortex lattices of arbitrary configuration. For circularly polarized input beams,
vortex arrays with opposite topological charge are obtained, consistently with the spin-to-orbital angular
momentum transfer. The closely packed distribution of matter defects ensures the parallel processing of
large numbers of optical vortex beams, while the vortex arrangements is explained by simple topological
arguments.

[1] L. Marrucci, C. Manzo and D. Paparo. Phys. Rev. Lett. 96(16) 1-4 (2006).
[2] R. Barboza, U. Bortolozzo, G. Assanto, E. Vidal-Henriquez, M.G. Clerc and S. Residori. Phys. Rev.

Lett. 109 143901 (2012).
[3] R. Barboza, T. Sauma, U. Bortolozzo, G. Assanto, M.G. Clerc and S. Residori. New Journal of

Physics 15 013028 (2013).
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MS8: Nonlinear dynamics in lasers: Fundamental Issues and Novel
Applications II

Utilizing semiconductor laser dynamics for photonic information processing

Ingo Fischer1, Daniel Brunner2, Miguel C. Soriano3 and Claudio R. Mirasso4

1Instituto de Física Interdisciplinar y Sistemas Complejos, Palma de Mallorca, Spain;
ingo@ifisc.uib-csic.es
2IFISC (UIB-CSIC), Palma de Mallorca, Spain; dbrunner@ifisc.uib-csic.es
3Instituto de Física Interdisciplinar y Sistemas Complejos, Palma de Mallorca, Spain;
miguel@ifisc.uib-csic.es
4IFISC (UIB-CSIC), Palma de Mallorca, Spain; claudio@ifisc.uib-csic.es

All-optical information processing has been a fascinating perspective for several decades, due to
prospects of high data rates, energy efficiency and parallelism. The hopes, however, suffered from
severe set-backs and the promises could not be fulfilled so far. New concepts, partly based on dy-
namical systems, have been renewing the hopes for photonic information processing. Recently, it has
been demonstrated that delay-dynamical systems can be employed to implement reservoir computing,
a powerful neuro-inspired machine learning concept [1]. This learning-based concept is based on the
utilization of nonlinear transient responses of dynamical systems. In this contribution, we present the
potential of a simple dynamical system, consisting of a single semiconductor laser with delayed opti-
cal feedback, to process information at Gigabyte per second data rates. We are able to successfully
perform computationally hard tasks by injecting input information into the laser and analysing its tran-
sient responses. These tasks comprise classification, as well as time series prediction tasks [2]. We
illustrate, how diverging from the digital paradigm towards nonlinear laser dynamics can enable energy-
efficient and fast all-optical computing. We identify requirements for the delay-dynamical system and
address how to tackle noise in this analog systems approach. Finally, the possibilities to go towards
configurations of coupled lasers will be discussed.

[1] L. Appeltant et al. Nature Comm. 2 468 (2011).
[2] D. Brunner, M.C. Soriano, C.R. Mirasso and I. Fischer. Nature Comm. 4 1364 (2013).
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Two-mode dynamics of semiconductor lasers induced by optical injection and
feedback

Krassimir Panajotov1, Lukasz Olejniczak2, Ignace Gatare3, Marc Sciamanna4 and
Hugo Thienpont5

1Vrije Universiteit Brussel, Brussels, Belgium; kpanajot@b-phot.org
2Vrije Universiteit Brussel, Brussels, Belgium; lolejnic@b-phot.org
3Vrije Universiteit Brussel, Brussels, Belgium;
4Supélec, Metz, France;
5Vrije Universiteit Brussel, Brussels, Belgium;

We review the features of VCSEL nonlinear dynamics induced by optical injection and optical feedback
that are due to the lack of polarization anisotropy and to multiple transverse mode operation. In case
of optical injection we demonstrate a new Hopf bifurcation on a two-polarization-mode solution that de-
limits the injection locking region and a new resonance tongue for large positive detunings that is due
to polarization switching and injection locking of first-order transverse mode [1, 2]. Next, we discuss
how the presence of an excited state impacts the dynamics of an optically injected quantum-dot laser.
Mapping of the bifurcations in the plane frequency detuning vs. injection strength shows that the relax-
ation rate scales the regions of locking and single- and double-period solutions [3]. Within the regions
of time-periodic solutions, close to the saddle-node bifurcation boundary, dynamics resemble excitable
pulses as a result of a bottleneck phenomenon [3]. The interpulse time follows an inverse square root
scaling law as a function of the detuning. In the presence of noise, close to the locking region, the
interpulse time follows a positively skewed normal distribution [3]. For the case of quantum dot laser las-
ing simultaneously from the ground and excited states and optical injected into the ground-state mode
alone, we demonstrate the generation of regular picosecond pulses and pulse packages in the intensity
of the excited-state mode [4]. We attribute this dynamics to an intrinsic gain switching mechanism where
the relaxation time is modulated by the oscillations in the occupation of the ground and excited energy
states. For the case of optical feedback in VCSELs [5] we show that for long and short external cavi-
ties the Lang-Kobayashi model is in good agreement with experiments on polarization switching, mode
hopping and antiphase oscillatory dynamics at the delay time. These last dynamics modify polarization
residence-time distribution making it oscillatory. We demonstrate numerically and experimentally coher-
ence resonance in such bistable, time-delayed optical system. We present results on low frequency
fluctuation and pulse-package dynamics in VCSELs and discuss the role of light polarization. We dis-
cuss polarization rotating OF for generating high frequency pulses as a result of EC mode beating.

[1] K. Panajotov, M. Sciamanna, I. Gatare, M. Arteaga and H. Thienpont. Advances in Optical Tech-
nologies 2011 469627 (2011). DOI:10.1155/2011/469627.

[2] K. Panajotov, I. Gatare, A. Valle, H. Thienpont and M. Sciamanna. IEEE J. Quant. Electr. 45 1473
(2009).

[3] L. Olejniczak, K. Panajotov, H. Thienpont and M. Sciamanna. Phys. Rev. A 82 023807 (2010).
[4] L. Olejniczak, K. Panajotov, S. Wieczorek, H. Thienpont and M. Sciamanna. Journ. Opt. Soc Am.

B 27 2416 (2010).
[5] K. Panajotov, M. Sciamanna, M. Arteaga and H. Thienpont. IEEE J. Sel, Top. Quant. Electr. to be

published (2013).
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Nonlinear dynamics of quantum dot lasers under optical injection and feedback

Eckehard Schöll

TU Berlin, Berlin, Germany; schoell@physik.tu-berlin.de

Self-organized semiconductor quantum-dot (QD) lasers are modelled using nonlinear rate equations
with microscopically calculated carrier-carrier scattering processes between the carrier reservoir and
ground and excited state confined QD levels. In particular, the complex dynamics and bifurcation sce-
narios of a QD laser subjected to delayed optical feedback or optical injection are investigated. Our
simulations of optically injected QD lasers show that the complex bifurcation scenarios depend on the
carrier lifetimes, which in turn alter the turn-on damping of the QD laser. Furthermore we find a pump
current sensitivity of the frequency locking range which is directly related to the nonlinearity of the car-
rier lifetime. Coherence resonance is found in the excitable regime near the boundaries of the locking
tongue and is related to a saddle-node infinite period (SNIPER) bifurcation. For the QD laser with optical
feedback we study a five variable model, and consider the case of small linewidth enhancement factor
and short external cavity. We determine the bifurcation diagram of the first three external cavity modes
and analyze their bifurcations. The first Hopf bifurcation marks the critical feedback rate below which the
laser is stable. We derive an analytical approximation for this critical feedback rate that is proportional to
the damping rate of the relaxation oscillations and inversely proportional to the linewidth enhancement
factor.

Coherence resonance in quantum-dot lasers with optical perturbations

Kathy Lüdge1, Dirk Ziemann2, Benjamin Lingnau3, Christian Otto4 and Eckehard
Schöll5

Technische Universität Berlin, Berlin, Germany
1luedge@physik.tu-berlin.de
2ziemann@physik.hu-berlin.de
3lingnau@mailbox.tu-berlin.de
4christian.otto@tu-berlin.de
5schoell@physik.tu-berlin.de

We discuss the noise induced effect of coherence resonance for quantum-dot(QD) lasers subjected to
different optical perturbations. The counterintuitive effect of improving the regularity of a pulsating light
output with increasing spontaneous emission noise is studied by means of the correlation time and the
distribution of interspike intervals. For optically injected QD lasers close to the frequency locking bound-
ary, our numeric as well as analytic results show noise-induced spiking occurring close to a saddle-node
infinite period (SNIPER) bifurcation. With increasing noise strength the region where noise-induced
spiking is found increases, while the locking region shrinks. Further it is shown that the complex micro-
scopically motivated model for the carrier and field dynamics inside the laser can be reduced to a generic
SNIPER model if it is operated close to the locking boundary. Additionally we study the effect of noise
on a QD laser subjected to optical feedback from a short external cavity. Here, excitable behavior and
coherence resonance is found close to a homoclinic bifurcation. In contrast to the SNIPER bifurcation,
the phase space configuration in the homoclinic case allows to manipulate the excitability threshold, for
example with the laser pump current. Thus, the noise strength at which coherence resonance, i.e. best
regularity, is found may be manipulated, allowing to adjust and to switch the regularity of the spikes by
changing the operation point of the laser.
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MS9: Complex dynamics and applications in cardiac electrophysi-
ology

In this minisymposium different perspectives related to complex cardiac dynamics will be presented and
how the theories of dynamical systems can be applied to unveil their fundamental mechanisms. Exper-
imental evidences of multidimensional alternans dynamics and the mathematical models able to repro-
duce these behaviors will be described. Temperature dependent nonlinear dynamics will be addressed
both in terms of experimental evidences and mathematical modeling.

Organizers: I. R. Cantalapiedra and J. Bragard

Recent advances in mathematical modelling of cardiac tissue: A fractional step
forward.

Alfonso Bueno-Orovio1, David Kay2, Vicente Grau3, Blanca Rodriguez4 and Kevin
Burrage5

1Oxford Centre for Collaborative Applied Mathematics, Oxford, United Kingdom;
bueno@maths.ox.ac.uk
2University of Oxford, Oxford, United Kingdom; David.Kay@cs.ox.ac.uk
3Department of Computer Science, Oxford, United Kingdom; Vicente.Grau@eng.ox.ac.uk
4University of Oxford, Oxford, United Kingdom; Blanca.Rodriguez@eng.ox.ac.uk
5Department of Engineering Science, Oxford, United Kingdom; Kevin.Burrage@eng.ox.ac.uk

Fractional spatial models have a long history in mathematical modeling in capturing the dynamics of
particle motion and interaction in systems with complex connectivity patterns. In the context of cardiac
tissue, the impact of this complexity on many aspects of electrical conduction remains unknown. How-
ever, its improved understanding is key to advance our present interpretation of cell-to-cell coupling, and
how diffusive current flow modulates dispersion of repolarization in the intact and diseased heart. Here
we propose fractional diffusion models, where the integer order of spatial derivatives is replaced by a
non-integer order, as an alternative description to the macroscopic effects of this tissue complexity. We
illustrate the methodology through its application to a variety of human and animal models of cardiac
electrophysiology. Our findings indicate that electrotonic interactions at tissue level must be nonlocal in
nature in order to explain a number of relevant characteristics of cardiac propagation, such as the short-
ening of the action potential duration along the pathway of activation, or the progressive modulation by
premature beats of spatial patterns of dispersion of repolarization. Hence, our results suggest the use
of fractional diffusion models as a powerful tool to understand the role of tissue structure in modulating
cardiac electrophysiology. The proposed approach may have, as well, important implications in promot-
ing our current interpretation on the many facets of non-locality in other research fields influenced by
heterogeneous media.

Defibrillation mechanisms on a one-dimensional ring of cardiac tissue

Jean R. Bragard

University of Navarra, Pamplona, Spain; jbragard@unav.es

In this talk we compare quantitatively the efficiency of three different defibrillation protocols commonly
used in commercial defibrillators. We have built a simplified one-dimensional dynamical model of cardiac
tissue using the bidomain formulation that is the standard model for describing cardiac tissue. With this
dynamical model, we have shown that biphasic defibrillators are significantly more efficient (about 25%)
than the corresponding monophasic defibrillators. We identify that the increase in efficiency of the
biphasic defibrillators is rooted in the higher proportion of excited tissue at high electric fields.
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Alternans due to refractoriness in SR Ca release dynamics

Inmaculada R Cantalapiedra1, Enric Alvarez2, Carlos Lugo3, Angelina Peñaranda4

and Blas Echebarria5

Universitat Politècnica de Catalunya, Barcelona, Spain
1inmaculada.rodriguez@upc.edu
2enric.alvarez@upc.edu
3carlos.lugo@fa.upc.edu
4angelina.peñaranda@upc.edu
5blas.echebarria@upc.edu

Alternans is a well-known cardiac pathology, in which the duration of the action potential (AP) alternates
at consecutive beats. Due to its proarrhythmic effects it is important to understand the mechanisms un-
derlying its genesis. Inside the cell, the sarcoplasmic reticulum (SR) keeps a high calcium concentration,
that is liberated when calcium is introduced into the cell, in a process known as calcium induced calcium
release (CICR). It has been amply studied the case where alternans appears due to a steep relation-
ship between the duration of an action potential and the time elapsed since the end of the previous AP.
However, now it is widely accepted that alternans often appears due to instabilities in the dynamics of
intracellular calcium cycling (itself an important messenger for the contraction of the cell). This instabil-
ity can be due to a steep relationship between the amount of calcium released to the cytosol, and the
calcium loading of the sarcoplasmic reticulum (SR), but in some occasions cytosolic calcium alternans
is observed without concurrent oscillations in the SR Ca content. This situation suggests an alternative
mechanism related with a dysfunction in the dynamics of the ryanodine receptor (RyR2).
To investigate the effect of SR release refractoriness in the appearance of alternans we have consid-
ered two mathematical models of ventricular and atrial single cell. The appearance of calcium alternans
was studied stimulating the cell at a constant rate, for different stimulation periods and values of the
RyR2 recovery time from inactivation, activation and inactivation times. This allowed construction of
two-dimensional maps depicting the beat-to-beat response as a function of RyR2 activation and inacti-
vation. Subsequently, a numerical clamping protocol was used to determine whether SR calcium loading
or RyR2 recovery from inactivation could account for the induction of calcium alternans. With this ap-
proach, slowing of RyR2 inactivation induced alternans caused by beat-to-beat alternation in the SR
calcium load. Interestingly, slowing of RyR2 activation also induced alternations in both cytosolic cal-
cium and SR calcium load, but they were now caused by alternation in the number of available RyR2s.
Together, this allows identification of domains where SR calcium load or RyR2 refractoriness underlie
the induction of calcium alternans. In the case of atrial miocite we find that slowing recovery from in-
activation time of the RyR2 shows period doubling bifurcation. On one hand, a steep relation between
sarcoplasmic reticulum (SR) load and calcium release makes regular calcium cycling unstable at high
SR calcium load and/or fast pacing rates, in agreement with previous explanation when RyR2 inactiva-
tion is not important. On the other hand, we show that calcium release can also depend strongly on the
number of RyR2 ready to open if an important number of RyR2s inactivate after the release. This gives
rise to a steep nonlinear relation between the calcium release and the level of recovered RyR2, so that
a small change in the latter produces big changes in calcium release.
A corollary of this study is that RyR2 refractoriness can be the cause of alternans even when alternation
in SR calcium load is present. The calcium alternans might be obtained at fast stimulation rates without
concurrent SR Ca content fluctuations. Changing the recovery time from inactivation of the RyR2 a
transition from regular response to alternans was observed. This transition was found to be hysteretic,
so for a given set of parameters different responses were observed. A slow RyR2 recovery from inac-
tivation can give rise to SR release refractoriness, resulting in calcium alternans and can be the main
nonlinearity behind alternans even when alternation in SR-Ca load is present.
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Propagation of electrical activity in cardiac tissue; Experiment and theoretical
validations for the study of spiral waves in the heart.

Flavio H Fenton1, Ding Xiong2 and Elizabeth M Cherry3

1Georgia Tech, Atlanta, USA; flavio.fenton@physics.gatech.edu
2Georgia Tech, Atlanta, USA; dingxiong203@gmail.com
3Rochester Institute of Technology, Rochester, USA; excsma@rit.edu

Although the cable equation has been widely used to simulate the propagation of waves in excitable
media such as neural and cardiac tissue, it is known that it fails to reproduce some experimentally ob-
served phenomena accurately. One such example is discordant alternans (a period-2 rhythm arising
from a period-doubling bifurcation) in tissue, for which simulations require extended tissues on the order
of 10 cm or longer, whereas experiments can readily develop it in tissues as short as 2 cm long. Another
example is that action potentials measured experimentally can vary in shape and duration within small
distances on the order of 1 to 2 cm, whereas the smoothing effects of the diffusion term in simulations
eliminate action potential heterogeneity over those distances. In this talk we will show experimental
evidence of these two examples and propose a different form coupling in the cable equation that pre-
serves important properties such as conduction speed and wavelength, yet recovers these previously
un-captured experimental dynamics.
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MS10: Dynamics of nonspherical particles in turbulent flows

The aim of the minisymposion is to bring together researchers who are addressing different aspects
of this multi-faceted problem, such as tumbling and preferential alignment of non-spherical particles,
reflecting gradient fluctuations in the turbulent flow.

Organizers: M. Wilkinson and B. Mehlig

Tumbling rates in turbulent and random flows

Kristian Gustavsson1, Jonas Einarsson2 and Bernhard Mehlig3

Gothenburg University, Gothenburg, Sweden
1Kristian.Gustafsson@physics.gu.se
2Jonas.Einarsson@physics.gu.se
3Bernhard.Mehlig@physics.gu.se

The dynamics of turbulent aerosols (suspensions of particles in turbulent flows) is important for the
understanding of key processes in the Natural Sciences and Technology (turbulent rain clouds, planet
formation in circumstellar accretion disks, and fibre suspensions, to name but a few). In recent years our
understanding of the dynamics of turbulent aerosols has increased substantially, by means of direct nu-
merical simulations, and by model calculations - often based on idealised models of the underlying flow
and of the interactions between the flow and the particles. The analysis of models of spherical particles
moving subject to Stokes force in random flows (with the appropriate statistics) has contributed to our
understanding of the fundamental mechanisms giving rise to spatial clustering and collisions between
spherical point particles suspended in such flows. Less is known about the dynamics of asymmetrical,
non-spherical particles, despite the fact that non-spherical particles are of interest in a wide range of
contexts. For example, tumbling ice particles in turbulent clouds may play an important role in cloud-
particle interactions. Dust grains in circumstellar accretion disks are not spherically symmetric and the
relative orientation at which such grains collide may have important consequences for the outcome of the
collision process. The competition between tumbling and rotational diffusion of non-spherical particles
determines the rheology of fibrous suspensions. Singularities in the orientation field of non-spherical
particles determine the orientational patterns of rheoscopic suspensions. Recently, the tumbling rate
of small particles in turbulent flows was investigated experimentally and by means of direct numerical
simulations. It was found that disks tumble, on average, at a much higher rate than rods, and this fact
was related to the observation that rods tend to preferentially align with the vorticity of the flow. We
have analysed the tumbling of small non-spherical particles in random flows with finite correlation length
and time. We compute the orientational dynamics systematically in terms of a perturbation expansion
in the Kubo number. This makes it possible to address the following questions. First, how and when do
disks and rods tumble differently? How does the nature of the Lagrangian flow statistics influence the
tumbling? What is the effect of inertia on the orientational dynamics of small particles? We compare
the results to those of recent experimental and numerical studies of non-spherical particles tumbling in
turbulent flows.

XXXIII Dynamics Days Europe 2013 93

mailto:Kristian.Gustafsson@physics.gu.se
mailto:Jonas.Einarsson@physics.gu.se
mailto:Bernhard.Mehlig@physics.gu.se


Tuesday, June 4 MS10: Dynamics of nonspherical particles in turbulent flows

Spherical and triangular Ornstein-Uhlenbeck processes

Michael Wilkinson

Open University, Milton Keynes, England; m.wilkinson@open.ac.uk

There is a vast literature on how small objects undergo diffusion when subjected to random forcing, but
much less has been written about how an object rotates due to a random torque. There is a dimen-
sionless parameter characterising this problem: the persistence angle β is the typical angle of rotation
during the correlation time of the angular velocity. When β is small, the problem is simply diffusion on a
sphere. But little is known about models with finite β, describing smooth random motion on a sphere. I
will discuss the formulation and solution of the simplest model, which is a spherical Ornstein-Uhlenbech
process. In two dimensions (circular motion) this is exactly solvable. When β is large, the solution has
a surprising property, which is analogous to the phenomenon of ’superoscillations’. In three dimensions
we obtain asymptotic solutions for large β which involve a solving a radial Shroedinger equation where
the angular momentum quantum number j takes non-integer values. The case where j = (

√
17− 1)/2

turns out to be of particular significance. As well as discussing random tumbling of a single body, I will
also mention some new results on the geometry of triangles formed by triplets of particles floating on the
surface of a turbulent fluid. Exact results are obtained for a model described by diffusional processes. In
other models a power-law distribution of angles is observed. This is explained using a extension of the
concept of an Einstein relation. This talk reports joint work with Alain Pumir (ENS, Lyon) .

Orientation statistics of elongated particles in turbulent flows.

Alain Pumir1 and Michael Wilkinson2

1Ecole Normale Superieure and CNRS, Lyon, France; alain.pumir@ens-lyon.fr
2The Open University, Milton Keynes, UK; m.wilkinson@open.ac.uk

I will discuss the alignment of small elongated particles in fully developed turbulent flows. Direct numeri-
cal simulations show that, while at short times, the rods, initially aligned at random in the flow, align with
the eigen-direction of strain with the largest eigenvalue, at long times, the particles align preferentially
with vorticity. To understand the origin of this surprising property, I will compare with the evolution ob-
tained from a simpler model of random strain, whose correlations reproduce the correlations measured
from direct numerical simulations. Contrary to the results obtained using the Navier-Stokes equations,
a strong alignment of the elongated particles with the fastest stretching direction of the rate of strain
tensor is observed. I will argue that, in turbulent flows, the strong correlation between the rod axis and
the vorticity vector arises from similarities between the equations of motion governing the directions of
the particles and the vorticity.

Orientation of axisymmetric particles in random flow

Dario Vincenzi

Université de Nice Sophia Antipolis, Nice, France; dario.vincenzi@unice.fr

We study the orientation dynamics of non-spherical rigid particles in random flows. The stationary proba-
bility density function of orientations is calculated analytically under the assumption that the random flow
is Gaussian and has a short correlation time. Generalizations of these results are studied numerically.
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MS11: Emergent dynamics in coupled oscillators

Self-emergent synchronization of coupled oscillators is central to a spectacular variety of natural sys-
tems, including flashing fireflies, pedestrians on bridges locking their gait, circadian clocks in the brain,
cardiac pacemaker cells, superconducting Josephson junctions, and chemical oscillators. In addition
to homogeneous states of synchrony, striking spatio-temporal patterns called chimera states, where
coherent and incoherent oscillations coexist, can emerge in the presence of spatially nonuniform (non-
local) coupling. Understanding the mechanisms underlying the emergence and dynamical properties of
such collective dynamics of coupled oscillators is crucial to understanding their role in natural systems.
Eventually, this understanding will help to design methods to control such collective dynamics, which is
of great importance in physics, biology and neuro-science. In this mini-symposium, we discuss recent
theoretical and experimental advances in self-emergent synchronization in a variety of systems rang-
ing from coupled phase oscillators to coupled FitzHugh-Nagumo equations and populations of generic
mechanical oscillators.

Organizers: O. Omel’chenko and E. A. Martens

When nonlocal coupling between oscillators becomes stronger: Patched syn-
chrony or Multi-chimera states

Iryna Omelchenko1, Oleh Omel’chenko2, Philipp Hövel3 and Eckehard Schöll4

1Technical University Berlin, Berlin, Germany; omelchenko@itp.tu-berlin.de
2Weierstrass Institute, Berlin, Germany; omelchen@wias-berlin.de
3Technical University Berlin, Berlin, Germany; phoevel@physik.tu-berlin.de
4Technical University Berlin, Berlin, Germany; schoell@physik.tu-berlin.de

Systems of nonlocally coupled oscillators can exhibit complex spatio-temporal patterns, called chimera
states, which consist of coexisting domains of spatially coherent (synchronized) and incoherent dynam-
ics. We report on a novel form of these states, found in a widely used model of a limit-cycle oscillator if
one goes beyond the limit of weak coupling typical for phase oscillators. Then patches of synchronized
dynamics appear within the incoherent domain giving rise to a multi-chimera state. We find that, de-
pending on the coupling strength and range, different multi-chimeras arise in a transition from classical
chimera states. The additional spatial modulation is due to strong coupling interaction and thus cannot
be observed in simple phase-oscillator models.
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The Kuramoto model with distributed shear

Diego Pazó1 and Ernest Montbrió2

1Instituto de Física de Cantabria (IFCA), Santander, Spain; pazo@ifca.unican.es
2CSIC-UC, Barcelona, Spain; ernest.montbrio@upf.edu

We present a solvable phase model that generalizes the popular Kuramoto model. As starting point, we
consider the mean-field complex Ginzburg-Landau equation with disorder

żj = zj
[
1 + i(ωj + qj)− (1 + iqj)|zj |2

]
+
K

N

N∑
k=1

(zk − zj), (1)

where zj = %je
iθj , and j = 1, . . . , N � 1. Here, ωj is the natural frequency of the j-th oscillator,

whereas qj is the so-called shear (or nonisochronicity) that quantifies the dependence of the oscillation
frequency on the amplitude.
Under the assumptions that the coupling is purely diffusive (K real) and weak (|K| small), a phase
reduction of Eq. (1) yields [1]:

θ̇j = ωj +Kqj +
K

N

N∑
k=1

[sin(θk − θj)− qj cos(θk − θj)] . (2)

We analyze this model in depth. Notice that if the oscillators are fully isochronous (qj = 0) Eq. (2)
becomes the standard Kuramoto model [1], and moreover the so-called Sakaguchi-Kuramoto model [2]
is recovered if shears are nonzero and equal qj = q.
We first assume ω and q are independently distributed, and hence the joint probability density function
factorizes: p(ω, q) = g(ω)h(q). For g and h Lorentzian, Gaussian or Laplace distributions, we get explicit
analytical results [3, 4].
Our main finding is that if the shear diversity exceeds a certain threshold then the incoherent state is
stable for all K. In particular if h is centered at zero, incoherence is always stable for

h(0) <
1

π
(3)

In other words, the distribution of shears should be narrow enough in order to observe the usual (Ku-
ramoto) transition from incoherence to synchronization.
We finally discuss the effect of assuming a statistical dependence between ω and q [5]: p(ω, q) =
gc(ω|q)h(q).

[1] Y. Kuramoto. Chemical Oscillations, Waves, and Turbulence (Springer-Verlag, Berlin, 1984).
[2] H. Sakaguchi and Y. Kuramoto. Prog. Theor. Phys. 76 576 (1986).
[3] E. Montbrió and D. Pazó. Phys. Rev. Lett. 106 254101 (2011).
[4] D. Pazó and E. Montbrió. In preparation.
[5] D. Pazó and E. Montbrió. Europhys. Lett. 95 60007 (2011).
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Chimera States - how mythological monsters from mathematics arise in the real
world

Erik A. Martens1, Shashi Thutupalli2, Antoine Fourrière3 and Oskar Hallatschek4

1Centre of Ocean Life, Technical University of Denmark and Max Planck Institute for Dynamics and
Self-Organization (Göttingen, Germany), Copenhagen, Denmark; eama@aqua.dtu.dk
2Princeton University and Max Planck Institute for Dynamics and Self-Organization (Göttingen),
Princeton, USA; shashi@princeton.edu
3Max Planck Institute for Dynamics and Self-Organization, Göttingen, Göttingen, Germany;
4Max Planck Institute for Dynamics and Self-Organization, Göttingen, Germany;

Since Christiaan Huygens’ serendipitous discovery [1], self-emergent synchronization has been estab-
lished as a striking manifestation of self-organization that nature employs to orchestrate essential pro-
cesses of life. About ten years ago, a peculiar collective state was predicted by Kuramoto and his
co-workers [3]: they studied a network of nonlocally coupled oscillators i.e. oscillators that are coupled
with a strength attenuating with distance, and discovered a state where synchronous and asynchronous
oscillators co-exist, even though the oscillators are identical. Due to its incongruous nature, this sur-
prising phenomenon was later dubbed a chimera state, alluding to the ancient Greek monster with the
same name. Since then, numerous theoretical studies have been carried out to study its stability prop-
erties and its emergence in various oscillator systems. Here, we use a purely mechanical system of
coupled metronomes, swings and springs to demonstrate that chimeras emerge naturally from a com-
petition between two antagonistic synchronization patterns [2]. Our setup mimics the topology studied
previously [4, 5] with two weakly coupled oscillator populations, where the coupling strength within each
population is stronger than with the neighboring population (thus constituting simplest discrete form of
nonlocal coupling). By variation of the oscillation frequency and the inter-population coupling strength,
we establish a phase diagram for chimeras, which encompass and extend the set of previously de-
scribed states. Our experiments, by virtue of being a generalization of Huygens’ classical setup, carve a
fundamental link between the origins of synchronization and chimera states, where additional degrees
of freedom create a tapestry of rich collective behavior. We furthermore present a mechanical model
of our setup and, if time permits, discuss how we establish a mathematical link between a physical
model exhibiting chimeras to the generic and simplest theoretical chimera model originally introduced
by Abrams et al. [4, 5], paving the way to an interpretation of chimera states in a physical context [6]. We
briefly explore how our system parallels with real world settings, ranging from power grids over neural
oscillator networks to optomechanical arrays.

[1] C. Huygens. Œuvres complètes, Vol. 15. Swets and Zeitlinger B.V., Amsterdam, 1967.
[2] E. A. Martens, S. Thutupalli, A. Fourrière and O. Hallatschek. "Chimera States in a Network of

Coupled Mechanical Oscillators". Proc. Nat. Acad. Science (in press). arXiv:1301.7608
[3] Y. Kuramoto and D. Battogtokh. "Coexistence of Coherence and Incoherence in Nonlocally Coupled

Phase Oscillators". Nonlinear Phenomena in Complex Systems 4 380–385 (2002).
[4] E. Montbrio, J. Kurths and B. Blasius. "Synchronization of two interacting populations of oscillators".

Physical Review E 70(5) 1–4 (2004).
[5] D. M. Abrams, R. Mirollo, S. H. Strogatz and D. A. Wiley. "Solvable Model for Chimera States of

Coupled Oscillators". Phys. Rev. Lett. 101 084103 (2008).
[6] E. A. Martens et al. "Theory and Analysis of Chimera States in Mechanical Systems". In preparation.
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Synchronization and dynamical differentiation in small networks of chaotic elec-
trochemical oscillators

Mahesh Wickramasinghe1and Istvan Z. Kiss2

Saint Louis University, St Louis, USA
1mwickram@slu.edu
2izkiss@slu.edu

We performed experiments with a small network of resistively coupled electrochemical oscillators to
characterize relationships between the observed collective dynamics and the underlying topology of the
network. Small networks were made using 2-20 electrodes that are connected in some preselected
coupling topology with at most 150 connections. The nickel electrodissolution reaction on the electrodes
generates phase coherent chaotic current oscillations. The small networks exhibited transitions to iden-
tical synchronization at different overall critical coupling strengths. The critical coupling strength (Kc) is
compared to the predictions of the Wu-Chua conjecture that relates the Kc to the inverse of the abso-
lute value of the second largest eigenvalue of the coupling matrix. At coupling strengths below identical
synchronization, chaotic dynamical differentiation (clustering) can take place where the oscillators form
groups of identically synchronized elements. The experiments revealed two important effects of network
topology: (i) the clustering is often ‘fuzzy’: the elements tend to form diffuse groups and (ii) the impor-
tance of permutation symmetry on the pattern selection. Finally, we analyzed the capability of partial
phase synchronization index based methodologies for deducing the topology in several weakly coupled
networks. It is shown that these methodologies can successfully predict network topologies in three-
locally coupled, in four ring, and four star coupled oscillatory networks in which the coupling strength is
close to that required for emergence of phase synchrony. The presented experimental results indicate
that the network theories provide a useful framework for the analysis of the dynamical response of the
networked chemical reaction system.
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MS12: Collective dynamics in living systems

Brief abstract describing the subject. Self-organization and collective behavior are key concepts to
understand the emerging properties of biological systems. To explore the complex dynamics that arise
spontaneously due to the interaction of the components in a group, scientists use an interdisciplinary
approach that combines tools from nonlinear physics, molecular and cell biology, developmental biology
and social sciences. In living systems, this coupling comes from intercellular interactions, morphogenetic
signals, and environmental constraints. This mini-symposium explores the topic of collective dynamics
from an interdisciplinary perspective and at different levels: from emerging mechanical properties in
tissues (Xavier Trepat), differentiation and developmental systems (Saúl Ares), to collective behavior of
cells (Kai Dierkes) and individuals in a population (Gonzalo G. De Polavieja).

Organizers: D. G. Míguez and R. Guantes

Forces and waves during tissue growth

Xavier Trepat

Institute for Bioengineering of Catalonia, Barcelona, Spain; xtrepat@ibecbarcelona.eu

A broad range of biological processes such as morphogenesis, tissue regeneration, and cancer invasion
depend on the collective motion of cell groups. For a group of cells to migrate cohesively, it has long
been suspected that each constituent cell must exert physical forces not only upon its extracellular
matrix but also upon neighboring cells. I will present novel techniques to measure these distinct force
components. Using these techniques, we unveiled an unexpectedly rich physical picture in which the
distribution of physical forces is dominated by heterogeneity, cooperativity, and jamming. I will show,
moreover, that these essential features of inter-cellular force transmission enable the propagation of a
new type of mechanical wave during tissue growth. Finally, I will demonstrate that both in epithelial
and endothelial cell sheets, forces and waves are mechanically linked to cell velocities through a newly
discovered emergent mechanism of innately collective cell guidance: plithotaxis.

Collective animal behavior

Gonzalo de Polavieja

Cajal Institute, Madrid, Spain; gonzalo.depolavieja@gmail.com

I will describe the cognitive approach our lab is taking for the study of collective animal behavior. Our
theory will be shown to correspond well to experimental data in ants, fish, birds and humans. I will also
present extensions of the theory and new results obtained with our new tracking system that automati-
cally follows individuals in a group without the need of marks on the animals.
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Effects of coupling on sensory hair bundles

Kai Dierkes1, Jérémie Barral2, Pascal Martin3, Benjamin Lindner4 and Frank Jülicher5

1Centre for Genomic Regulation, Barcelona, Spain; kai.dierkes@crg.eu
2New York University, New York, USA; barral@cns.nyu.edu
3Institut Curie, Paris, France; pascal.martin@curie.fr
4Bernstein Center for Computational Neuroscience, Berlin, Germany;
benjamin.lindner@physik.hu-berlin.de
5Max-Planck-Institute for the Physics of Complex Systems, Dresden, Germany;
julicher@pks.mpg.de

Auditory signal detection relies on amplification to boost sound-induced vibrations within the inner ear.
Active motility of sensory hair-cell bundles has been suggested to constitute a decisive component of
this amplifier. The responsiveness of a single hair bundle to periodic stimulation, however, is limited
by intrinsic fluctuations. We present theoretical and experimental results showing that elastic coupling
of sensory hair bundles can enhance their sensitivity and frequency selectivity by an effective noise
reduction.
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Regulation of neuronal differentiation at the neurogenic wavefront

Pau Formosa-Jordan1, Marta Ibañes2, Jose María Frade3and Saúl Ares4

1Department of Structure and Constituents of Matter, Barcelona, Spain; pauformosa@gmail.com
2Faculty of Physics, Barcelona, Spain; mibanes@ub.edu
3University of Barcelona, Madrid, Spain; frade@cajal.csic.es
4Department of Structure and Constituents of Matter, Madrid, Spain; saul.ares@csic.es

Pattern formation is an essential part of embryonic development. As an organism develops, cells be-
come distinct from each other creating robust patterns. Neurogenesis is an example of such a process
in which individual cells single out to become neurons from a group of equivalent progenitor cells.
Pattern formation during neurogenesis has two features that strongly differ from those common in
Physics pattern formation processes: it drives a spatially discrete fine-grained pattern (composed of
two cell types) and it does not involve any transport of a chemical but just short-range cell-to-cell com-
munication. In addition, pattern formation during neurogenesis often does not occur through pattern
nucleation at different spatial locations or through spontaneous propagation over a less stable state. In-
stead, the neurogenic pattern grows regularly from a single expanding domain and its spreading is both
externally and internally regulated. Pattern expansion requires a diffusing molecule (morphogen) that
enables the dynamics of patterning to occur and whose production is, in turn, controlled by the pattern
itself. Note that this morphogen is not involved itself in the pattern formation. This scenario is what we
call a self-regulated wavefront.
How this propagation and the pattern left behind depend on the state of the invaded tissue? We have
addressed this question combining both theory and experiments [1]. First, we have provided evidence of
the molecular state of the invaded tissue in the vertebrate embryonic retina. Second, we have evaluated
computationally the implications of such a state. To this end, we have modeled the neurogenic wavefront
in terms of four variables: the morphogen, two variables that set the spatial interaction between cells,
and a fourth variable that is a readout of the state of differentiation. Since this process is the result of
biochemical interactions, we have extended our description to Langevin dynamics in which a multiplica-
tive noise takes into account the intrinsic randomness of such reactions. Finally, we have also included
the irregular shape and arrangement of cells in tissues.
Our results predict that certain change in the state of the invaded tissue from the normal wild type
conditions, consistent with the mutation of a key gene, strongly alters pattern formation and wavefront
propagation, frequently yielding irregular growing patterns. These results are consistent with previous
experimental observations [2] and provide a potential explanation. Moreover, we have extended our
conclusions to the context of neurogenesis in the fruit fly’s eye, by first mimicking computationally exper-
imental data previously reported [3].
Altogether, our work exemplifies the complexity of biological pattern formation and the benefit of using
hybrid computational-experimental strategies.

[1] P. Formosa-Jordan, M. Ibañes, S. Ares and J.M. Frade. Development 139 2321 (2012).
[2] S.F. Rocha, S.S. Lopes, A. Gossler and D. Henrique. Dev. Biol. 328 54 (2009).
[3] N.L. Brown, C.A. Sattler, S.W. Paddock and S.B. Carroll. Cell 80 879 (1995).
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MS13: Spatio-temporal vegetation patterns in ecosystems

When ecosystems are subject to limiting resources such as water and nutrients, they adopt a periodic
or localized distribution of densely vegetated areas and zones of bare soil. In order to combat drought,
every plant struggles to spread their roots beyond the size of the aerial structure (crown) by an order
of magnitude, for greater water uptake. However, this adaptation increases plant-to-plant competition
between neighboring plants, and at plant communities level, via strong interaction, favour the formation
of self-organized structures.

Organizers: M. Tlidi and M. Clerc

Bistability in savanna/forest systems

Roberto André Kraenkel

Institute for Theoretical Physics, São Paulo, Brazil; robertokraenkel@gmail.com

We propose models taking into account tree postulation structure ( saplings and adults), and the influ-
ence of fire and rainfalls to investigate the fact that in interface regions of savanna/forest a continuous
transition is rarely observed: tree cover is either below 50% or above 75%. Fire is a main mediator of
of this bistability phenomenon. We done improve on existing models for the savanana/forest interface in
Africa to situation more adequate for South-American ecosystems.
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A quantitative theory of vegetation patterns in arid landscapes

René Lefever1and Mustapha Tlidi2

Université Libre de Bruxelles, Bruxelles, Belgium
1rlefever@ulb.ac.be
2mtlidi@ulb.ac.be

When ecosystems are subject to limiting resources such as water and nutrients, they adopt a periodic
[1] or aperiodic [2] distribution of densely vegetated areas and zones of bare soil. In order to com-
bat drought, every plant struggles to spread their roots beyond the size of the aerial structure by an
order of magnitude, for greater water uptake. However, this adaptation increases plant-to-plant com-
petition between neighboring plants, and at plant communities level, via non-local interaction, favor the
self-organization phenomenon [1]. Other modeling approaches that underlines either the role of wa-
ter transport by below ground and above ground run-off [3], or the role of constructive influence of the
environment randomness [4] have been proposed to explain the formation of vegetation patterns. In
this communication, we present a theory of vegetation patterns that rests on two hypotheses: (i) the
self-organization hypothesis that attributes their cause to interactions intrinsic to vegetation dynamics,
(ii) the complementary self-assembly hypothesis that attributes their large spatial scale to the proximity
of their dynamical conditions with a critical point. A non-local version of the F-KPP equation allows us to
formulate these hypotheses in terms of individual plant properties [5]. Both general and parsimonious,
this formulation is strictly quantitative. It only relies on structural parameters that can be measured
with precision in the field. Quantitative interpretation of observations and of predictions provided by the
theory are illustrated by an analysis of periodic patterns found in some Sub-Sahelian regions [5].

[1] R. Lefever and O. Lejeune. "On the origin of tiger bush". Bulletin of Mathematical biology 59 263
(1997).

[2] O. Lejeune, M. Tlidi and P. Couteron. "Localized vegetation patches: A self-organized response to
resource scarcity". Physical Review E 66 010901 (2002); M. Rietkerk, S.C. Dekker, P.C. de Ruiter
and J. van de Koppel. "Self-organized patchiness and catastrophic shift in ecosystems". Science
305 1926 (2004).

[3] E. Gilad, J. von Hardenberg, A. Provenzale, M. Shachak and E. Meron. "Ecosystem engineers:
from pattern formation to habitat creation". Physical Review Letters 93 098105 (2004).

[4] L. Ridifi, P. D’Odorici and F. Laio. Noise induced phenomena in the environmental sciences, Cam-
bridge University Press (2011).

[5] R. Lefever and J.W. Turner. "A quantitative theory of vegetation patterns based on plant structure
and the non-local F–KPP equation". Comptes Rendus Mécanique 340 818 (2012).
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Recent remote-sensing observations shed new light on broad scale vegetation
patterns in drylands and raise new challenges for self-organization models

Pierre Couteron1, Vincent Deblauwe2, Nicolas Barbier3 and René Lefever4

1Institut de Recherche pour le Développement (IRD), Montpellier, France;
pierre.couteron@ird.fr
2Institut de Recherche pour le Développement (IRD), Yaoundé, Cameroon;
vincent.deblauwe@ird.fr
3Institut de Recherche pour le Développement (IRD), France, Montpellier;
nicolas.barbier@ird.fr
4Université Libre de Bruxelles (ULB), Belgique, Bruxelles; rlefever@ulb.ac.be

Drylands at the interface between savannas or steppes and deserts have been recognized to frequently
harbor conspicuous vegetation patterns displaying periodic spatial structures. Such patterns consisting
of stripes, gaps and bands display very large wavelengths (often in the range 50 m to 150 m) compared
to the size of the above-ground part of the individual constitutive plants, which is metric or infra-metric.
Several classes of self-organization models have demonstrated their ability to reproduce the emergence
of such patterns based on local processes of vegetation growth and plant-resource interactions as well
as to mimic the succession of pattern morphologies along gradients of limiting-resource scarcity. Yet,
the agreement between simulated patterns and reality has often remained checked on qualitative bases
with limited quantitative tests. The increasing availability of satellite-borne zenithal views of the earth
and the concomitant increase in spatial resolution of the remote sensing data is an unprecedented
opportunity to carry out broad scale tests about the quantitative congruence between models’ predictions
and real-world measurements. Thanks to ancient aerial photos or declassified satellite images, historical
series can be built in many places over the last sixty years thereby enabling comparisons between
change in pattern morphology and climate variations. Recent studies conducted by our group shed
new light on aspects of periodic spatial patterning as diverse as worldwide distributions of patterns,
influence of drought on band migrations and wavelength changes along geographical or diachronic
dryness gradients. Some of those results question the published self-organization models devoted to
the question. Notably, observations in Sudan established that the shift from gapped to spotted patterns
along a regional aridity gradient may be accompanied by an increase in pattern wavelength by a ratio
as high as 1.7 [1]. We believe that accounting for so strong an increase raises a significant challenge
to all models. In the present talk we will thus evoke the way in which the class of models based on
plant structure and the non-local F–KPP equation [2] may in the future help accounting for such field
observations.

[1] V. Deblauwe, P. Couteron, O. Lejeune, J. Bogaert and M. Barbier. "Environmental modulation of
self-organized periodic vegetation patterns in Sudan". Ecography 34(6) 990—1001 (2011).

[2] R. Lefever and J.W. Turner. "A quantitative theory of vegetation patterns based
on plant structure and the non-local F–KPP equation". C.R. Mécanique (2012).
http://dx.doi.org/10.1016/j.crme.2012.10.030
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Strong interaction between plants induces circular barren patches: fairy circles

Cristian Fernandez-Oto1, Mustapha Tlidi2, Marcel Clerc3 and Daniel Escaff4

1Université Libre de Bruxelles, Brussels, Belgium; criferna@ulb.ac.be
2ULB, Brussels, Belgium; mtlidi@ulb.ac.be
3Université Libre de Bruxelles, Chile, Santiago; marcel@dfi.uchile.cl
4ULB, Chile, Santiago; escaffnetmail@yahoo.com

Vast landscapes extending from southern Angola, Namibia, and South Africa exhibit localized barren
patches of vegetation called fairy circles. They consist of isolated or randomly distributed circular areas
devoid of any vegetation. They are surrounded by fringes of tall grasses and are embedded in a sparse
grassland on sandy soils. When the aridity increases, the size of the fairy circles increases and can
reach diameters up to 10 m. Although several hypotheses have been proposed, the origin of this phe-
nomenon remains unsolved. We show that a simple non-local model of plant ecology based on realistic
assumptions provides a quantitative explanation of this phenomenon. Fairy circles result from strong in-
teraction between interfaces connecting two uniform covers: the uniform grassland and the bare states,
and their stabilisation is attributed to the Lorentzian-like non-local coupling that models the competition
between plants. The cause of their formation in thus rather inherent to the vegetation dynamics. Our
analysis explain how a circular shape and fringes are formed, and how the aridity level influences the
size of the fairy circles. In agreement with field observation, these theoretical findings, provide a link be-
tween a strong non-local interaction of plants and the formation of stable fairy circles. Finally, we show
that the proposed mechanism is model-independent: indeed, it also applies to the reaction-diffusion type
of model that emphasizes the influence of water transport on the vegetation dynamics.
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MS14: Quantum-chaotic dynamics: Theory and experiment

During the last two decades, there has been much interest in the experimental realization of relatively
simple quantum systems whose classical counterparts are nonintegrable and chaotic. These systems
are now known to exhibit a rich variety of quantum-dynamical phenomena, such as dynamical local-
ization, quantum resonance, quantum accelerator modes, and quantum ratchets, in a wide range of a
scaled Planck constant. It is also well established that dynamical localization and related phenomena
have interesting analogues in solid-state physics such as the Anderson localization and the Anderson
metal-insulator transition. Several phenomena have been experimentally observed, mainly by using
atom-optics techniques with cold atoms or Bose-Einstein condensates (BECs). This allowed to verify
theoretical predictions and to simulate solid-state-physics phenomena by their quantum-chaotic ana-
logues using cold atoms. Some phenomena, such as quantum accelerator modes, were originally dis-
covered experimentally and later explained theoretically. Also, the experimental use of BECs motivated
the study of quantum-chaotic dynamics on the basis of the nonlinear Schrödinger equation, exhibiting
chaos by itself. The scope of this Minisymposium is to present and discuss a representative set of all
the issues mentioned above and related topics.

Organizers: I. Dana

News from the (quantum) kicked rotor

Sandro Wimberger

ITP Heidelberg University, Heidelberg, Germany; s.wimberger@thphys.uni-heidelberg.de

Despite its simplicity and its long-standing history of research, the quantum kicked rotor model continues
to offer many interesting facets. Most of the relevant recent research has been triggered by experimental
realisations of the model, which include important amendments. Here an overview over recent exper-
imental results is given, backed by theoretical developments of the original model. The new aspects
include all-optical realisations with perfect control over initial states, the engineering of phase space by
phase control of the kicking potential, and last but not least a series of results close to the quantum
resonances of the kicked rotor where ballistic transport is possible. In the latter regime, the system is
very successfully described by a semi-classical theory [1] which eases new important predictions.

[1] M. Sadgrove and S. Wimberger. Adv. At. Mol. Opt. Phys. 60 315 (2011).
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(Quantum) chaos, disorder, and ultracold atoms

Jean Claude Garreau

PhLAM, Villeneuve d’Ascq, France; jean-claude.garreau@univ-lille1.fr

Usual quantum mechanics is linear, hence sensitive dependence on initial conditions – and thus chaotic
behavior – is not present in (one-particle) quantum systems. On the other hand, many-body quantum
physics is extremely complex, although the underlying equations are still linear. Interesting things hap-
pen in the intermediate range of “mesoscopic” systems, like Bose-Einstein condensates (BECs). These
are large (up to one million atoms) quantum-coherent, intricate systems, whose dynamics is qualita-
tively different from one-atom dynamics. It is particularly interesting that particle interactions in BECs
can be modeled in an “easy” way, via a mean-field approximation that leads to a nonlinear equation,
the so-called Gross-Pitaevskii equation. This approximation turns out to be a very good one in most ex-
perimental situations. In this talk I shall discuss simple situations putting into evidence the mesoscopic
behavior of such systems. The nonlinearity due to the interactions may for example lead to genuine
chaotic behavior due to sensitive dependence on initial conditions, called “quasi-classical” chaos. An-
other situation of interest is that of disordered quantum systems, modeled by the celebrated Anderson
model, where the interplay of quantum interference and disorder produces a localization and freezing
of the wavefunction, a highly non-intuitive behavior. Adding nonlinearity to this system generates a
wealth of new behaviors which are far from being thoroughly understood at the present time. Ultracold
atoms have become in recently a privileged tool for “quantum-simulating” complex quantum systems,
both theoretically and experimentally. Such systems present many advantages. First, they exist at very
low temperatures, where decoherence sources (collisions, spontaneous emission of photons. . . ) can
be controlled to a very high level. Second, the strength of particle-particle interactions can be con-
trolled – and even suppressed – by the so-called Feschbach resonances. Thirdly, quantum probability
distributions can be directly measured in such systems. These characteristics made ultracold atoms a
paradigmatic system to realize “simple” models of complex systems.

Kicked rotor dynamics as a test system for Bose-Einstein condensate dynamical
depletion

Simon A. Gardiner1, Thomas P. Billam2 and Peter Mason3

1Durham University, Durham, UK; s.a.gardiner@durham.ac.uk
2University of Otago, Dunedin, New Zealand; thomas.billam@otago.ac.nz
3Durham University, Durham, UK; peter.mason@durham.ac.uk

The Gross-Pitaevskii equation is well-established as the canonical dynamical description of atomic Bose-
Einstein condensates at zero-temperature, however the fact that this is a nonlinear equation combined
with the presence of linear instabilities can lead to decoherence, or depletion of the condensate, which
must necessarily be treated self-consistently. This is a generic issue, however we choose the BEC
analog of the quantum delta-kicked rotor as a prototypical example of such a system. The dynamics are
described within a second-order (in the non-condensate fluctuations), number-conserving description;
these equations describe the coupled dynamics of the condensate and non-condensate fractions in a
self-consistent manner, and correctly capture the phonon-like nature of excitations at low temperature,
making them ideal for the study of low-temperature, non-equilibrium, driven systems.
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Staggered ladder quasienergy spectra for generic quasimomentum

Itzhack Dana

Bar-Ilan University, Ramat-Gan, Israel; Itzhack.Dana@biu.ac.il

A new kind of regular quasienergy (Floquet) spectrum is shown to be exhibited by the generalized kicked
particle under quantum-resonance conditions for generic quasimomentum, a quantity most relevant in
atom-optics experimental realizations of kicked-rotor systems. The new non-Poisson regular spectrum
has the structure of a staggered ladder, i.e., it is the superposition of a finite number of ladder sub-
spectra all having the same spacing, which is independent of the nonintegrability of the system. This
spectral structure is found to have several quantum-dynamical manifestations: A suppression of quan-
tum resonances, a novel type of dynamical localization, and traveling-wave components in the evolution
of wavepackets. These phenomena are shown to be robust under small variations of the quasimomen-
tum and should therefore be experimentally observable using Bose-Einstein condensates with small
quasimomentum width.
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MS15: Molecules in motion through phase space bottlenecks

A chemical reaction can be seen as the process in which reactants are transformed into products, after
passing through a transition state (TS). This basic idea extends beyond chemistry to several other fields,
such as celestial mechanics, e.g., objects may be captured by a planet after passing through a TS;
stellar physics, where the rate of escape of stars from a cluster is regulated by a TS, and in nuclear
physics. All of these seemingly disparate problems can be reconciled using methods developed in the
context of Dynamical Systems Theory. The goal of this Minisymposium is to provide a forum for recent
advances in the theory and application of TST to be discussed with a view to mapping out fruitful future
research directions.

Organizers: R. M. Benito and F. Borondo

Detecting and analyzing methods of normally hyperbolic invariant manifolds

Hiroshi Teramoto1, Mikito Toda2, George Haller3 and Tamiki Komatsuzaki4

1Hokkaido University, Sapporo, Japan; teramoto@es.hokudai.ac.jp
2Nara Women’s University, Nara, Japan; toda@ki-rin.phys.nara-wu.ac.jp
3ETH Zürich, Zürich, Switzerland; georgehaller@ethz.ch
4Hokkaido University, Sapporo, Japan; tamiki@es.hokudai.ac.jp

Normally hyperbolic invariant manifolds (NHIMs) are well-known organizing centers of the dynamics in
the phase space of a nonlinear system. Locating and analyzing such manifolds in systems far from
symmetric or integrable, however, has been an outstanding challenge. Here we develop a detection
method for codimension-one NHIMs and a method for analyzing the breakdown of the NHIMs. We
demonstrate the two methods in a hydrogen atom in crossed electric and magnetic fields.

Stochastic transition states and reaction barriers

Thomas Bartsch

Loughborough University, Loughborough, UK; T.Bartsch@lboro.ac.uk

The identification of trajectories that contribute to the reaction rate is the crucial dynamical ingredient in
any classical chemical rate calculation. This problem often requires a full scale numerical simulation of
the dynamics, in particular if the reactive system is exposed to the influence of a heat bath. Reactive
trajectories can be identified much more easily if one knows the the invariant surfaces that separate
reactive and nonreactive regions phase space. The location of these invariant manifolds depends both
on time and on the realization of the driving force exerted by the bath. I will demonstrate how these
invariant manifolds can be calculated and used in a formally exact reaction rate calculation based on
perturbation theory for any multidimensional potential coupled to a noisy environment.
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Including roaming trajectories within the TST fold

Rigoberto Hernández1, John F. Stanton2 and Inga S. Ulusoy3

1Georgia Institute of Technology, Atlanta, USA; hernandez@gatech.edu
2University of Texas at Austin, Austin, USA; jfstanton@mail.utexas.edu
3Georgia Institute of Technology, Atlanta, USA; inga.ulusoy@gatech.edu

The rates of chemical reactions (or any activated process) are by definition determined by the flux of
reactants (or initial states) that end up as products (or final states). Through the last hundreds years
of studies on reaction rate theory, it has become clear that this can be equated to the flux through any
surface that divides reactants from products as long as only those trajectories that end up as products
are included in the flux. Transition state theory (TST) ignores this last clause. It thereby overestimates
the rate if any of the trajectories recross the dividing surface. However, its advantage is that it replaces
a dynamical calculation with a geometric one. The recent identification of roaming trajectories, that
persist for a long time as neither reactant or product without ever visiting near the col on the energy
landscape, challenges the dogma that TST’s only error lies in the omission of recrossing trajectories.
We have investigated these dynamical and geometric structures in the case of the ketene reaction. We
have constructed roaming trajectories that do indeed cause violations of the TST hypotheses when the
choice of dividing surface lies within the phase space that is neither associated with reactant or product.
However, appropriate choices of the dividing surface can incorporate the flux of the roaming trajectories
without suffering recrossings. In this way, the existence of roaming trajectories are seen to impose a
limitation on which dividing surfaces are appropriate for the calculation of either exact or approximate
TST rates, but they do not unseat the existence of dividing surfaces that can safely be used to calculate
rates.
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Normal forms for the dynamics of a laser-driven chemical reaction

Henar Hernández1, Àngel Jorba2, Juan Carlos Losada3, Rosa María Benito4 and
Florentino Borondo5

1Universidad Politécnica de Madrid, Madrid, Spain; henar.hmendiola@upm.es
2Universidad de Barcelona, Barcelona, Spain; angel@maia.ub.es
3Universidad Politécnica de Madrid, Madrid, Spain; juancarlos.losada@upm.es
4Universidad Politécnica de Madrid, Madrid, Spain; rosamaria.benito@upm.es
5Universidad Autónoma de Madrid, Madrid, Spain; f.borondo@uam.es

The Transition Sate Theory allows to obtain kinetic information about molecular systems without knowing
the whole Potential Energy Surface. It is based on the obtention of a dividing surface on the phase space.
The equator of the dividing surface corresponds to the so called “activated complex”. Once it is known
it makes possible to obtain the gap time distributions, the reactive density of states, or the reactive
flux across it and so, to calculate reaction rates. Such a dividing surface can be calculated even if the
Hamiltonian function depends on time. That fact enables us to include laser-pulse perturbations [1], and
so to study its effect on the dynamics and kinetics of molecular systems.
Here we study the isomerization process for the molecular system LiNC/LiCN. A general way to write
the Hamiltonian function is

H(R, θ, pR, pθ, t) = H0(R, θ, pR, pθ) +Rξ(t) cosα,

where H0 is the Hamiltonian of the LiNC/LiCN system R, θ are the Jacobi coordinates, pR, pθ are
the conjugated momenta, α is the angle between the C-N and the pulse and ξ is the function that
simulates the electromagnetic pulse. The mathematical equation that describes the pulse has been
taken from [1], and it depends on some parameters such as the period of the perturbation, the amplitude
or the frequency. The main goal of this study is to understand the influence of these parameters on the
dynamical geometric objects near the dividing surface (transition state, normally hyperbolic invariant
manifold and its stable and unstable manifolds) and on the kinetic data mentioned before.
In this presentation we will focus on the effects of the laser on the dynamics of H0. A first effect is that
the equilibrium saddle point disappears under the effect of the pulse, and it is replaced by a periodic
time-dependent trajectory. The linearized dynamics around this trajectory shows that it is a saddle-
like orbit. Then, we compute a high order normal form around this orbit and we use it to describe the
dynamics nearby. This includes the effective computation of the relevant dynamical objects near the
dividing surface.

[1] S. Kawai, A.D. Bandrauk, C. Jaffé, T. Bartsch, J. Palacián and T. Uzer. J. Chem. Phys. 126 164306
(2007).
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P1 Normal form transformation explains effect of noise near Hopf bifurcation

Matthew James Aburn1, Catherine A Holmes2 and Michael Breakspear3

1University of Queensland, Brisbane, Australia; m.aburn@uq.edu.au
2University of Queensland, Brisbane, Australia; cah@maths.uq.edu.au
3Queensland Institute of Medical Research, Brisbane, Australia; mjbreaks@gmail.com

A nonlinear dynamical system can be transformed to a simpler and more symmetrical one which has the
same qualitative dynamics in a neighborhood of a local bifurcation, using near-identity transformations.
In particular by flattening the center manifold the transformation decouples slow dynamics on the center
manifold from fast dynamics in the other variables, allowing to identify how noise introduced in the
original equations will enter the slow dynamics. For arbitrary systems we derive the linear and non-
linear transformations needed to bring a system to either semisimple or inner product normal form,
including transformed noise terms, and automate this using Mathematica. The value of this approach
is illustrated by application to neuroscience. In in a widely used dynamical model of cerebral cortex
tissue (the Jansen-Rit model) the effect of noise direction in phase space on the oscillations close to a
Hopf bifurcation is counterintuitive: the noise direction which causes the greatest phase diffusion and
amplitude variance is almost perpendicular to the center eigenspace. Normal form reduction uncovers
the reason for this, by showing how additive noise in the original 8-dimensional system manifests as
additive and multiplicative noise in the 2-dimensional oscillatory dynamics on the center manifold.

P2 Chaotic dynamics in multidimensional transition states

Ali Allahem1 and Thomas Bartsch2

Loughborough University, Loughborough, UK
1a.allahem@lboro.ac.uk
2t.bartsch@lboro.ac.uk

Many chemical reactions can be described as the crossing of an energetic barrier. This process is me-
diated by an invariant object in phase space. One can construct a normally hyperbolic invariant manifold
(NHIM) of the reactive dynamical system that can be considered as the geometric representation of the
transition state itself. It is an invariant sphere. The NHIM has invariant cylinders (reaction channels)
attached to it. This invariant geometric structure survives as long as the invariant sphere is normally
hyperbolic. We applied this theory to the hydrogen exchange reaction in three degrees of freedom.
Energies high above the reaction threshold, the dynamics within the transition state becomes partially
chaotic. We have found that the invariant sphere first ceases to be normally hyperbolic at fairly low
energies. Surprisingly normal hyperbolicity is then restored and the invariant sphere remains normally
hyperbolic even at very high energies [1].

[1] A. Allahem and T. Bartsch. J. Chem. Phys 137 214310 (2012).
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P3Parameter estimation in nonlinear models

Leandro Martin Alonso1, Gabriel Bernardo Mindlin2 and Marcelo Osvaldo Magnasco3

1Rockefeller University, New York, United States; lalonso@rockefeller.edu
2Universidad de Buenos Aires, Buenos Aires, Argentina; gabo@df.uba.ar
3Rockefeller University, New York, United States; mgnsclb@mail.rockefeller.edu

It is usually the case in the natural sciences that we face the problem of confronting our theories with
real world data. This is a complicated endeavor and as models become more complex, there are severe
limitations to what we can do in this regard. We should expect that in general, our models will not match
the data; for a sufficiently complex system, it is very unlikely that we will ever come up with a perfect
description. Also, there is noise in our measurements and we can only sample the world with finite
resolution. This is a fundamental issue; we will not in general find parameters of our model such that
there is a perfect match between data and model. Therefore, we are forced to ask for an estimation of
our parameters.
In this work we are interested in estimating the parameters of arbitrary dynamical systems from exper-
imental timeseries. Our method takes the cost function approach as a starting point. Ultimately, we
propose criteria based on notions of algorithmic information theory and define an extended cost function
to select the best parameters. Our approach poses an optimization problem for which there is no gen-
eral solution and obtaining ’good’ solutions ends up being strongly dependent on the particular situation
at hand. The aim of our method is to provide a formalism that allows comparison of potentially good
solutions and a rationale for picking the best solutions out of the many possible ones.
In order to test our procedure we perform numerical experiments on three systems; a linear oscillator,
a chaotic oscillator (the Lorenz system) and a model for neural tissue performing computations on an
external signal (forced additive model for neural populations firing rate). Recent works from Abarbanel
et. al. and Ott et. al. allow for efficient approaches to the optimization task contained in our method and
were found to be essential in its implementation. These techniques rely on the idea that if the model is
good, its solutions will synchronize with the data [1, 2].
We show numerically that for the neural tissue model, our approach yields useful information and at the
same time reveals that inspection of the cost function is misleading. This is taken to be as an existence
proof of systems for which our approach turns out to be particularly good.

[1] D.R. Creveling, P.E. Gill and H.D.I. Abarbanel. Physics Letters A 372 (2008).
[2] F. Sorrentino and E. Ott. Chaos 19 (2009).
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P4 Nonlinear oscillations in birdsong

Leandro Martin Alonso1, Jorge Andres Alliende2 and Gabriel Bernardo Mindlin3

1Rockefeller University, New York, United States; lalonso@rockefeller.edu
2Univesite Paris Descartes, Paris, France; alliendejorge@gmail.com
3Universidad de Buenos Aires, Buenos Aires, Argentina; gabo@df.uba.ar

Canary song is composed of highly stereotyped vocal units or sillables which are repeated to create
phrases withing a song. The bird’s vocal organ, the syrinx, is precisely driven by at least two physiolog-
ical instructions; airsac pressure and the activity of a set of muscles [1]. Songbirds are emerging as a
remarkable animal model to study how a brain reconfigures itself in order to acquire vocalizations which
vary across seasons. For this reason, many of the controlling pathways have been thoroughly charac-
terized by different groups in the past years. Accumulated experimental efforts together with the relative
simplicity of avian brains allows for testing simple models with reasonable biophysical resemblance. In
this work we focus on the respiratory patterns that drive the syrinx.
Previous work in the field of birdsong performed in zebra finches, suggest that the morphological fea-
tures of pressure gestures are individually coded by local connections in nucleous RA and each of this
gestures is sequentially activated by the High Vocal Center nucleous (HVC) [2].
In this work we put forward the hypothesis that the diversity of motor gestures in canaries can be ex-
plained by the nonlinear interaction of at least two timescales. In our view, different morphologies of
these gestures correspond to different states of the network as a whole. To test our hypothesis we pro-
pose a simple generic model of neural populations driven by simple instructions. Due to nonlinearities,
small parametric changes in the driving signal yield many possible coding strategies. Previous work by
our group suggest that many morphological features could be explained by subharmonic responses of
the driven neural substrate [3, 4]. Here, we present a quantitative approach to test our models against
experimental data and support their plausibility.

[1] T. Gardner, G. Cecchi, M.O. Magnasco, R. Laje and G.B. Mindlin. Phys. Rev. Lett 87 208101 (2001).
[2] R.H. Hahnloser, A.A. Kozhevnikov and M.S. Fee. Nature 419 65-70 (2002).
[3] M.A. Trevisan, G.B. Mindlin and F. Goller. Phys. Rev. Lett. 96 058103 (2006).
[4] L.M. Alonso, J.A. Alliende, F. Goller and G.B. Mindlin. Phys. Rev. E 79 041929 (2009).
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P5Dynamical features of interictal spikes in the human brain undergoing anesthe-
sia

Leandro Martin Alonso1, Guillermo Cecchi2, Alex Proekt3 and Marcelo Osvaldo
Magnasco4

1Rockefeller University, New York, United States; lalonso@rockefeller.edu
2Thomas J. Watson Research Center, New York, United States; gcecchi@us.ibm.com
3IBM, New York, United States; proekt@gmail.com
4Weill Cornell, New York, United States; mgnsclb@rockefeller.edu

We collected data from ECoG measurements (invasive electrocorticography) in epileptic human
patients. These measurements are used by clinicians as part of a procedure prior the approval of
surgery. Each electrode is placed on a grid over the exposed cortex and registers the synchronized
activity of thousands of postsynaptic potentials. Since the procedure is invasive, the spatial resolution
of this measurements is considerably higher than noninvasive EEG.
It is widely believed that there are pathological waveforms in these recordings which can be associated
with epileptic seizures. Moreover, interictal spikes are used as a diagnostic tool for determining the
spatial location of the seizure focus. The dynamical connection between interictal spikes and the onset
of seizures remains elusive [1]. In this work we apply a nonlinear filter to detect interictal spikes in ECoG
recordings. We find highly stereotyped waveforms with at least two timescales which occur when the
subject is undergoing anesthesia. The occurrence of these events is highly correlated amongst sites on
the grid.
As the subjects undergo anesthesia, several dynamical features of the recorded timeseries are affected.
Previous work by our group and others suggest that the brain operates in a dynamically critical regime
[2, 3]. Here, we perform a moving VAR analysis on our dataset and show that the spectral properties
of the linear stability matrix change significantly. When the subject is awake, many modes are poised
close to the instability. Finally, when the subject is unconscious, the system becomes more stable. This
empirical evidence is consistent with the idea that dynamical systems capable of optimally performing
computations should be poised at the critical regime [4].

[1] M. Curtis and G. Avanzini. Progress in Neurobiology 63 (2001).
[2] M.O. Magnasco, O. Piro and G. A. Cecchi. Phys. Rev. Lett. 102 (2009).
[3] E. Gireesh and D. Plenz. PNAS 105 (2008).
[4] C. Langton. Phys. Rev. E 42 (1990).
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P6 Stochastic simulation of people moving in confined spaces

Everaldo Arashiro1, Jéssica Souto Santana2, Igino de Oliveira Silva Junior3, Carlos
Felipe Saraiva Pinheiro4 and Alcides Castro-e-Silva5

Universidade Federal de Ouro Preto, Ouro Preto, Brasil
1arashiro@iceb.ufop.br
2jessicasouto.s@hotmail.com
3iginoliveira@gmail.com
4felipe@iceb.ufop.br
5alcides@iceb.ufop.br

The subject of our work is to study the behaviour of people trying to leave a confined space using some
limited exits. In situations where panic took place, is it common to observe how this dynamic become
extremely disorganized. Although such phenomena have many causes based in human nature, there
are many other factors feasible to study by physical methods including computer simulations. Many
people moving and interacting themselves together is an example of a highly complex system, and, this
way cannot be modeled as a sum of independent movements of single persons. The interaction among
particles, in this case people, is the main cause of the emergence of patterns that we are interested.
We take as baseline the Brazilian norm of emergency exits in buildings, NBR 9077/2001 [1], in order
to raise some questions about how the exits must be design in many different type of buildings such
residential, commercial, educational and others. In order to simulate such problem we discretized the
room in cells and use cellular automata under some rules in order to establish the dynamic. Basically we
model people as particles trapped in a discretized container (i.e. a room) and the rules of movements
are taken under the influence of a "field" created due the position of the exits and the walls. We study
then, how the number, the disposition and the size of the exits affect the time necessary to take all the
people out of the room. Supported by Capes, CNPq and Fapemig.

[1] http://www.abntcatalogo.com.br/norma.aspx?ID=28427
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1Center for Biomedical Technology, Madrid, Spain; pamailw@gmail.com
2Center for Biomedical Technology, Madrid, Spain;
3Center for Biomedical Technology, Madrid, Spain; ricardo_gu@yahoo.es
4Center for Biomedical Technology, Madrid, Spain;
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6Center for Biomedical Technology, Madrid, Spain;
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Complex networks analysis has been one of the most active fields of science during the last decade.
The structural and dynamical properties of networks and their applications to real systems have given
a new viewpoint in the analysis of complex systems, with special advances in the understanding of
social, biological and technological networks. Nevertheless, the main part of the literature focuses on
static networks, i.e. on the characterization of specific, fixed networks. On the contrary, networks are
in continuous evolution and their emergence, maintenance and extinction deserve the development
of new network metrics able to capture their adaptability and plasticity. The main obstacle to carry
out this kind of analysis is the absence of datasets that fully cover the evolution, from scratch, of a
dynamical network. Interestingly, one of the most challenging complex systems that we are dealing
with could be a good candidate to test this kind of analysis: the brain. Functional brain networks have
been extensively analyzed from the perspective of Complex Networks Theory. When a certain cognitive
process is carried out, functional networks obtained from the coordinated activity between brain sites
emerge, and vanish after the cognitive task is finished. In the present work we analyze the evolution
of functional networks during a certain memory task when an external interference is introduced. We
measure the magnetoencephalographic (MEG) activity of a group of 26 healthy subjects, divided into
14 young and 12 old individuals. The MEG systems allows to record the cortical activity of 148 MEG
scalp sensors during each memory task, which is divided into a period of memory fixation and a period
of interference, where an external perturbation is applied. The recorded time series are split into 50
ms time windows. Next, we quantify the coordinated activity between brain sites (nodes) inside each
temporal window with the phase-locking-value (PLV), a nonlinear measure of phase synchronization.
This way we obtain a functional weighted network whose links’ weights correspond to the PLV between
nodes for each time window. These PLV networks, were compared to the baseline PLV networks and
then, just positive increments were kept, and normalized to [0,1] interval, being 1 the highest increment in
phase synchronization compared to the baseline. Finally, we analyze the evolution of the structure of the
functional networks over time by measuring different network parameters such as the network strength,
shortest path length, network clustering, outreach or efficiency. Interestingly, we detect clear differences
between young and old groups, which are especially significant during the interference episodes. We
track the evolution of the network and compare the results with the classical analysis of static networks,
showing that this kind of analysis gives new information about functional brain organization and about
the influence of aging into memory tasks.
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This work introduces the phenomenon of Collective Almost Synchronisation (CAS) [1], which describes
a universal way of how patterns can appear in complex networks for small coupling strengths. The CAS
phenomenon appears due to the existence of an approximately constant local mean eld and is charac-
terised by having nodes with trajectories evolving around periodic stable orbits. Common notion based
on statistical knowledge would lead one to interpret the appearance of a local constant mean field as a
consequence of the fact that the behaviour of each node is not correlated to the behaviours of the others.
Contrary to this common notion, we show that various well known weaker forms of synchronisation (al-
most, time-lag, phase synchronisation, and generalised synchronisation) appear as a result of the onset
of an almost constant local mean eld. If the memory is formed in a brain by minimising the coupling
strength among neurons and maximising the number of possible patterns, then the CAS phenomenon
is a plausible explanation for it.

[1] M.S. Baptista, H.-P. Ren, J.C.M. Swarts, R. Carareto, H. Nijmeijer and C. Grebogi. "Collective
Almost Synchronization in Complex Networks". PLoSONE 7 e48118 (2012).

P9 From mono- to bi- modal self-sustained periodic oscillations: Nanoscale cat-
alytic NO2 reduction

Cédric Barroo1, Yannick De Decker2, François Devred3, Thierry Visart de Bocarmé4

and Norbert Kruse5

1Université Libre de Bruxelles - CPMCT, Brussels, Belgium; cbarroo@ulb.ac.be
2Université Libre de Bruxelles - CENOLI, Brussels, Belgium; ydedecke@ulb.ac.be
3Université Libre de Bruxelles - CPMCT, Brussels, Belgium; fdevred@ulb.ac.be
4Université Libre de Bruxelles - CPMCT, Brussels, Belgium; tvisart@ulb.ac.be
5Université Libre de Bruxelles - CPMCT, Brussels, Belgium; nkruse@ulb.ac.be

Field Emission Microscopy (FEM) is a valuable method for studying the dynamics of catalytic reactions
taking place on the surface of a nanosized metal tip acting as a catalyst. Local variations of the work
function are reflected in the form of a brightness pattern in direct space and the surface composition of
the sample can be qualitatively investigated during the ongoing catalytic process. Nanoscale resolution
is achieved, providing a local analysis of the catalytic activity on single facets of the catalyst particle.
Using this technique, we investigated the catalytic reduction of NO2 over a single platinum catalyst
grain. The associated dynamics was monitored in real time via the brightness signal. Several nonlinear
behaviors were observed, among which self-sustained periodic oscillations of water production were
characterized by means of correlation analyses and attractor reconstruction from the time series. A
transition to more complex oscillations was observed and characterized by the recurrence of a double
peak in the brightness signal. The reconstructed attractor, Poincaré section and next maximum map
extracted from the time series converge to indicate that the emergence of this second peak is due to a
transition of the system from mono to bimodal periodic oscillations.
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Numerical weather prediction schemes are based on models that share the same fluid dynamics laws.
Even the most elaborate state of the art models neglect numerous small scale processes and represent
their influence on the larger scales by introduction of different parameters – parameterization of unre-
solved processes. Thus the existence of the so called model error, which is the difference between the
physical reality (the atmosphere) and its representation by model, is inevitable. Contemporary tools for
reducing model error in weather and climate forecasting models include empirical correction techniques.
In this work we explore the use of such techniques on low-order atmospheric models. We first present
an iterative linear regression method for model correction that works efficiently when the reference truth
is sampled at large time intervals which is typical for real world applications. Furthermore we investigate
two recently proposed empirical correction techniques on the paradigmatic Lorenz 1963 models with
constant forcing while the reference truth is given by a Lorenz 1963 system driven with chaotic forcing.
The estimation of the quality of prediction skill is based on calculation on anomaly correlation. Both
methods indicate that the largest increase in predictability comes from correction terms that are close to
the average value of the chaotic forcing.

P11Controlling the system with hyperbolic attractor

Sergey Tichonovich Belyakin1, Sergey Kuznetsov2 and Arsen Dzhanoev3

1M. V. Lomonosov Moscow State University, Moscow, Russia; bst@newmail.ru
2Saratov State University, Saratov, Russia;
3University of Potsdam, Potsdam, Germany;

For a long time it was a common opinion that hyperbolic attractors are artificial mathematical construc-
tions [1]. However, in the recent papers [2, 3] there were proposed physically realizable systems that
possess, in their phase space, the set with features that are very similar to hyperbolic type of attractors.
As is known, invariant sets are called hyperbolic attractors of the dynamical system if they are closed,
topologically transitive subsets, and every their trajectory possesses uniform hyperbolicity. Very familiar
types of the hyperbolic attractors are Smale-Williams’ solenoid and Plykin’s attractor.
Further, it is well known that chaotic systems are very sensitive to the external perturbations. This
property is used for controlling nonlinear systems and chaos suppression. Thus, an important question
arises: Is it possible to suppress chaos in systems with hyperbolic attractors because these attractors
are structurally stable subsets?
In the present contribution we study the possibility of stabilization of chaotic oscillations in systems with
the Smale-Williams hyperbolic attractors by means of the Pyragas method with a delay [4]. It is shown
that by means of external perturbation the dynamical system could be controllable: the hyperbolic at-
tractor degenerates into a periodic one.

[1] A. Loskutov. Physics–Uspekhi 53 1255 (2010).
[2] S.P. Kuznetsov. Phys. Rev. Lett. 95 144101 (2005).
[3] S.P. Kuznetsov and A. Pikovsky. Physica D 232 87 (2007).
[4] K. Pyragas. Phys. Lett. A 170 421 (1992).
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The study of the way information is exchanged between nodes in complex networks is of primordial im-
portance for the understanding of its functionality. A quantity known as Mutual Information Rate (MIR),
defined as the mutual information per unit of time, can quantify the exchange of information between
nodes in a pair-wise fashion or between pairs of data sets, and is well defined for systems with cor-
relation as well as memoryless systems. Our work utilizes the MIR and bounds for it to understand
the relationship between information flow, functional and physical topology of complex dynamical net-
works. The bounds for the MIR in a network are defined in terms of dynamical invariants [1] such as
Lyapunov exponents, expansion rates, dimensions, which consequently allows one to relate information
with dynamical characteristics of this network, without needing to calculate probabilities, a challenge
in time-series analysis. These invariants, easy to be calculated when the dynamical equations of the
network are known, require huge efforts to be calculated in real data coming from complex systems.
This work shows that using simple strategies, partitions that approximate the Markov generating parti-
tions (whose probabilities densities of points belonging to them behave as if they had been generated
by a random system) can be obtained. These dynamical invariants can be easily calculated from these
approximate Markov partitions, which leads to the estimation of the bounds for the MIR. These Markov
approximants can be also used to calculate the MIR, a quantity that differently from Shannon’s entropy
and mutual information, is well defined in systems with memory. This methodology is then used to
determine functional and physical connections in data coming from complex and dynamical networks.

[1] M.S. Baptista, R.M. Rubinger, E.R. Viana, J.C. Sartorelli, U. Parlitz and C. Grebogi. PLoS ONE 7
e46745 (2012).
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We consider a system of two identical linearly coupled Lorenz oscillators, presenting synchronization of
chaotic motion for a specified range of the coupling strength. We verify the existence of global synchro-
nization and antisynchronization attractors with intermingled basins of attraction, such that the basin of
one attractor is riddled with holes belonging to the basin of the other attractor and vice versa. Firstly, we
show that the mathematical conditions for the existence of riddled basins are fulfilled, with the help of
properties of finite-time largest transversal Lyapunov exponents and of the largest transversal exponent
for particular periodic orbits. This is important as furnishes the sources of local transversal instability of
the attractor even if stable in average. In a second place, we verify the existence of two scaling laws
characterizing quantitatively the degree of uncertainty related to the riddled basins. These numerical
results were compared to an analytical prediction, yielding a good accord where expected. Beyond the
characterization of the structure of a riddled basin, these scaling laws allow to quantify the limitations
to improve the ability in determining the final state of the system by increasing the accuracy level. In
any case, for applications, multistability is already a source of troubles. Still worst, the existence of in-
termingled basins of attraction for the synchronized and antisynchronized chaotic states of this system
jeopardizes the solution of the problem of ensuring a given final state, since the initial condition deter-
mination is always done within a certain uncertainty level. With riddled basins, any uncertainty level,
however small, lead to complete indeterminacy of the future state of the system. Hence in this case we
cannot use synchronization of chaos for any practical purpose, since we will always be haunted by the
existence of the another, antisynchronized state, with a basin intermingled with the basin of the synchro-
nized state. Of course, the same difficulties concern the predictability of natural phenomena modeled by
coupled Lorenz systems. Therefore, the importance of detecting the regimes where riddling can occur
in a dynamical system.
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P14 Fermi acceleration in the annular billiard under magnetic field action
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In recent years, it have being reported that is possible to detect unlimited energy gain in several pulsating
dynamic systems, and the LRA conjecture does also verified [1, 2, 3].
The annular billiard is a system comprised by two circular boundaries of different radius, they can be
concentric or eccentric [4]. Particularly, the electromagnetic breathing annular billiard consists of the
annular billiard that a time dependence is added on the length of each radius [1, 2] and the electric
charged particle moves under the Electric and Magnetic external fields action. The collisions between
particle and boundaries can be elastic or inelastic. In past studies, it have been showed in the eccentric
pulsating case, without fields and dissipation, one can observe the Fermi Acceleration [1, 2].
Although the system is not conservative, we describe it via Hamiltonian formulation. For our studies,
we have considered a constant magnetic field in the perpendicular direction related to the billiard plan,
i.e., at the ẑ direction in the cylindrical spheric coordinates (ρ̂, θ̂, ẑ); and also a constant electric field in
any direction, provided that the particle does not leave the plan. Thus, the Hamiltonian, that is the total
energy of the particle for a instant t, is given by:

H(t) =
1

2m

[
p2
ρ +

1

ρ2

(
pθ −

qBρ2

2c

)2
]

+ qϕ(−→r ) (1)

where: pρ, pθ are the momenta in ρ̂ and θ̂ components, respectively. B is the module of magnetic field,
q the charge of the particle and ϕ(−→r ) is the electric potential.
The Hamilton-Jacobi equations are numerically integrated till the particle finds one of the circles. Due
the pulsation, the boundaries transfer momentum to the particle and its kinetic energy is changed, so
we do the correction in the total energy at every collision with both external and inner circle using the
speed v:

E(t) = H(t) =
1

2
mv2 + qϕ (2)

We will show that, for a very strong magnetic field, the Fermi acceleration can be suppressed even in
the eccentric case with elastic collisions. These results are agreed to the LRA conjecture, because in
the static case the trajectories are not chaotic and the particle stays confined in the Whispering Gallery
Orbits. However, we found a new way to observe, without dissipation, a phase transition from a crescent
energy gain regime to a constant energy level one in that the curvature of the particle’s trajectory, due
the magnetic field, compensates the external boundary pulsation action in the radial direction.
New studies and statistic analyses are being obtained for searching mechanisms whose limit values of
B turn it possible to observe phase transition from constant to crescent energy in the eccentric case.

[1] R. Egydio de Carvalho, F. Caetano Souza and E.D. Leonel. Phys. Rev. E 73 066229 (2006).
[2] R. Egydio de Carvalho, F. Caetano Souza and E.D. Leonel. Phys. A 39 3561 (2006).
[3] R. Egydio de Carvalho, C. Vieira Abud and F. Caetano Souza. Phys. Rev. E 77 036204 (2008).
[4] O. Bohigas, D. Boosé, R. Egydio de Carvalho and V. Marvulle. Nuclear Physics A 560 197 (1993).
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P15Experimental study of firing death in a network of chaotic FitzHugh-Nagumo neu-
rons

Marzena Ciszak1, Stefano Euzzor2, F. Tito Arecchi3 and Riccardo Meucci4
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The FitzHugh-Nagumo neurons driven by a periodic forcing undergo a period-doubling route to chaos
and a transition to mixed mode oscillations. When coupled, their dynamics tend to be synchronized. We
show that the chaotically spiking neurons changes their internal dynamics to subthreshold oscillations,
the phenomenon referred to as firing death. These dynamical changes are observed below the critical
coupling strength at which the transition to full chaotic synchronization occurs. Moreover, we find various
dynamical regimes in the subthreshold oscillations, namely, regular, quasi-periodic and chaotic states.
We show numerically that these dynamical states may coexist with large amplitude spiking regimes and
that this coexistence is characterized by riddled basins of attraction. The reported results are obtained
for neurons implemented in the electronic circuits as well as for the model equations. Finally, we com-
ment on the possible scenarios where the coupling induced firing death could play an important role in
biological systems.
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Optoelectronic oscillators (OEOs) are useful for applications such as radar, time-frequency metrology
and lightwave technology, where microwaves with exceptional purity are needed [1]. The purity of mi-
crowave signals is achieved thanks to an optical fiber delay-line inserted into the feedback loop providing
a quality factor equal to Q = 2πωT , where ω is the microwave frequency and T the delay. Microwaves
with frequencies as large as 75 GHz, and a phase noise lower than -160 dBc/Hz at 10 kHz has been
achieved [2]. As Q increases with T , a long delay should improve the performance. However strong
parasite ring-cavity peaks at the integer multiples of the round-trip frequency limiting the region of low
phase noise.
Alternatives consisting in adding the output of two loops with different delay time has been proposed to
lower the phase noise or to reduce the level of parasite ring-cavity peaks [3]. Single-loop OEOs suffer
from another severe limitation: increasing the gain the system becomes unstable leading to a modula-
tion of the microwave amplitude and thus to a degradation of the spectral purity [4].
Here, we consider a double-loop optoelectronic delay system in which the output of one of the loops is
used to modulate the other [2]. Besides reducing the phase noise spurious peaks as linearly coupled
dual-loop OEOs, this system allows for stable microwave emission with larger amplitude.
We derive an amplitude equation and determine the parameter region where stable pure microwaves
are generated. By including suitable stochastic terms we determine the phase noise performance. By
appropriately setting the parameters of the second loop, a significant improvement of performance can
be achieved comparatively to the single-loop configuration, as the detrimental effect of the multiplicative
phase noise can be reduced up to about 18 dB close to the carrier, while delay-induced spurious peaks
can be strongly damped.

[1] X.S. Yao and L. Maleki. Electron. Lett. 30 1525 (1994); J. Opt. Soc. Am. B 13 1725 (1996); IEEE J.
Quantum Electron. 32 1141 (1996).

[2] See www.oewaves.com.
[3] D. Eliyahu and L. Maleki. Proc. IEEE Int. Freq. Control Symp. p.405 (2003); J. Yang, Y. Jin-Long,

W. Yao-Tian, Z. Li-Tai and Y. En-Ze. IEEE Photon. Technol. Lett. 19 807 (2007).
[4] Y.K. Chembo, L. Larger, H. Tavernier, R. Bendoula, E. Rubiola and P. Colet. Opt. Lett. 32 2571

(2007).
[5] R.M. Nguimdo, Y.K. Chembo, P. Colet and L. Larger. IEEE J. Quantum Electron. 48 1415 (2012).
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We show here that broadband chaotic systems can be exploited to efficiently exchange ultra-fast keys
between two legitimate users, Bob and Alice. Bob is equipped with two chaotic systems, master and
slave. The master’s output is used to drive Bob’s slave and it is also sent to Alice through a public
channel. Alice uses this signal to replicate Bob’s slave signal. Slave signals are digitalized to construct
the private-key. The dynamics [1] can be described by the dimensionless RF voltages of Bob’s master
(x1) and slave (x2) and Alice’s slave (y2),

x1 + τ1ẋ1 + θ−1
1 u1 =G1 cos2 [∆(x1)T1

+ φ1] , (1)

x2 + τ2ẋ2 + θ−1
2 u2 =G2 cos2 [∆(x1 + x2)T2 + φ2] +

√
Daξ(t), (2)

y2 + τ ′2ẏ2 + θ′−1
2 v2 =G2 cos2

[
∆(x1 + y2)T ′

2
+ φ′2 +

√
D′mη

′(t)
]

+
√
D′aξ

′(t), (3)

where u̇i = xi, v̇2 = y2, ∆(z)t0 ≡ z(t − t0) − z(t − t0 − δt0), θi and τi are the inverse low
and high cut-off frequencies of the amplifier, and Gi is the amplifier gain. We include slave environ-
mental fluctuations as independent Gaussian white noises ξ(t), ξ′(t) with zero mean and correlation
〈ξ(t)ξ∗(t′)〉 = 〈ξ′(t)ξ′∗(t′)〉 = δ(t − t′). η′(t) is a Gaussian white noise modeling signal distortion
after fiber propagation and amplification.

√
Da,
√
D′a and

√
Dm are noise amplitudes. Since x1 is inde-

pendent on the slave, the slave parameters cannot be inferred from the transmitted signal. Differential
delay plays a major role in confidentiality: If the differential times δT1 and δT2 differ by an amount larger
than the autocorrelation time, x1 bears no information on x2 (cross-correlation and mutual information
are negligible) [2]. For Bob and Alice to generate the same private key it is necessary that x2 and y2

synchronize. We show that, despite noise, good synchronization can be obtained if the mismatch in the
parameters is of the order of a few percent. Synchronization is extremely sensitive to a mismatch in T2

and δT2, so that it is considerably degraded already for a relative mismatch of 0.1% and 1%, respec-
tively.
After digitalization of x2 and y2, to enhance the uniformity the two most significant bits (MSBs) are dis-
carded. To ensure randomness we have check that the key passes the standard test NIST SP 800-22
test even when is generated from free-noise system. The third MSB is used to construct the key and
the others are discarded to avoid noise sensitivity. We show that while the authorized receiver can
successfully generate the key an unmatched receiver will generate a key with a large number of er-
rors. Particularly relevant are T2 and δT2, which can be accurately matched in real systems, and which
contribute significantly to confidentiality: 0.0003% mismatch in T2 leads to 20% mismatched bits in the
key.

[1] R. Lavrov et al. Phys. Rev. E 80 026207 (2009); R.M. Nguimdo et al. IEEE J. Lightwave Tech. 28
2688 (2010).

[2] R.M. Nguimdo and P. Colet. Opt. Express 20 25333-25344 (2012).
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P18 Synchronization and Quantum Correlations in Harmonic Networks

Gonzalo Manzano1, Galve Fernando2, Gianluca Giorgi3, Pere Colet4 and Emilio
Hernández-García5

IFISC (CSIC-UIB), Palma de Mallorca, Spain
1
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3gianluca@ifisc.uib-csic.es
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5emilio@ifisc.uib-csic.es

Synchronization phenomena have been observed in a broad range of physical, chemical and biological
systems but there are few attempts to describe them in the quantum regime. Most of the attention in
this regime has been devoted to the problem of entrainment induced by an external driving [1] and not
to spontaneous synchronization. We also mention recent research by different groups on synchroniza-
tion of nano/microscopic systems [2]. Even if these works [2] are concerned with classical (average)
properties, such optomechanical devices are indeed susceptible of having quantum behaviour, being
the subject of an intense experimental effort. In [3], for the first time, we established the connections
between the phenomenon of synchronization and quantum correlations.
We initially considered a fundamental quantum system [3, 4], two coupled and detuned quantum har-
monic oscillators dissipating into the environment. Different dissipation mechanisms, corresponding to
the situations in which (i) every oscillator dissipate in an independent bath (separate baths, SB), or (ii)
the correlations length in the bath is larger than the oscillators systems (common bath, CB), are consid-
ered. Analyzing the dynamics of the system [4] for Gaussian states, we identify the conditions leading to
spontaneous synchronization. The mechanism of synchronization in this linear system is novel and the
ability of the system to oscillate at a common frequency is related to the existence of disparate decay
rates of the normal modes [3]. We then analyzed different measures of correlations and their tempo-
ral decay due to decoherence. We showed that this phenomenon is accompanied by robust quantum
discord [5] and mutual information between the oscillators, preventing the leak of information from the
system.
Once identified the conditions for synchronization and its quantum aspects, we have extended our anal-
ysis to the case of a quantum network [6]. At difference from the case of a couple of oscillators, we
showed that even in presence of diversity between the nodes (in their frequencies and in the couplings
with the rest of the network) it is possible to have asymptotic synchronization and entanglement. The
increased number of nodes allows to discuss several situations, like the possibility to synchronize the
whole network by tuning one of the oscillators frequencies, or by inducing synchronization only in one
part of the cluster, or the conditions to connect two oscillators to a network inducing asymptotic entan-
glement between them.

[1] I. Goychuk et al. Phys. Rev. Lett. 97 210601 (2006); O.V. Zhirov and D.L. Shepelyansky. Phys. Rev.
Lett. 100 014101 (2008).

[2] S.-B. Shim, M. Imboden and P. Mohanty. Science 316 95 (2007); M. Zhang et al.
ArXiv:1112.3636v1; G. Heinrich et al. Phys. Rev. Lett. 107 043603 (2011).

[3] G.-L. Giorgi et al. Phys. Rev. A 85 052101 (2012).
[4] F. Galve, G.-L. Giorgi and R. Zambrini. Phys. Rev. A 81 062117 (2010).
[5] H. Ollivier and W.H. Zurek. Phys. Rev. Lett. 88 017901 (2001).
[6] G. Manzano et al. Submitted.
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P19Adler synchronization of spatial laser solitons pinned by defects

Pavel V Paulau1, C. McIntyre2, Y. Noblet3, N. Radwell4, William J. Firth5, Pere Colet6

and Thorsten Ackemann7

1TU Berlin, Berlin, Germany; pavel.paulau@tu-berlin.de
2Institut für Theoretische Physik, Glasgow, United Kingdom;
3SUPA and Department of Physics, Glasgow, United Kingdom;
4University of Strathclyde, Glasgow, United Kingdom;
5SUPA and Department of Physics, Glasgow, United Kingdom; willie@phys.strath.ac.uk
6University of Strathclyde, Palma de Mallorca, Spain; pere@ifisc.uib-csic.es
7SUPA and Department of Physics, Glasgow, United Kingdom;
thorsten.ackemann@strath.ac.uk

Laser cavity solitons (LCS) are transverse, nonlinear, self-localized and dissipative states that possess
both translational and phase invariance. LCS interaction and synchronization properties in broad-area
semiconductor lasers have the potential for massive parallelism and the formation of complex arrays.
Phase-locked bound states with solitons have been predicted in mode-locked lasers for the temporal
case [1] and in lasers with saturable absorbers for the spatial case [2]. Corresponding phase-quadrature
states have been observed in fiber lasers [1].
Here we present a different kind of soliton locking. We demonstrate experimentally and theoretically
Adler-type locking and synchronization of spatial LCS in a vertical-cavity surface-emitting laser (VCSEL)
with an external Bragg grating that provides frequency-selective feedback [3]. In particular we explain
the role played by defects resulting from fluctuations during the epitaxial growth process.
The experiment was performed with a VCSEL and a volume Bragg grating (VBG) in a self-imaging
configuration[4]. A piezo-electric transducer was used to minutely tilt the VBG with respect to the op-
tical axis leading to a differential change in the feedback phase and allowing the tuning of ∆ω. When
performing such a scan, a region of frequency and phase locking appears, identified by a high fringe
visibility in the far field.
The dynamics of LCS in a semiconductor laser with feedback is well captured by a generic cubic com-
plex Ginzburg-Landau equation coupled to a linear filter [4]. Without inhomogeneities there are exact
solutions corresponding to stable single-frequency chirped-sech solitons with two free parameters: lo-
cation and phase. The interaction of two solitons makes them spiral slowly to fixed relative distances
and phase differences around Φ = π/2 unless merging takes place. Φ = 0, π are also possible but
correspond to saddles that are either phase or distance unstable.
Small inhomogeneities lead to pinning and small changes in the LCS frequency. If defects are located
close enough, solitons interaction locks their frequencies to a common value. The phase difference Φ
relaxes to stationary values that depend on the detuning generated by inhomogeneities ∆ω = ω2 − ω1.
We show that in the locking region both the numerical and experimental results are well described by
the Adler model for synchronization between two coupled oscillators with different bare frequencies,

Φ̇ = ∆ω − ε sin(Φ) . (1)

The fringe phase varies smoothly and quasi-linearly with the detuning of the external cavity. The width
of the locking range is close to the expected value of π and the transitions to and from frequency and
phase-locking are rather abrupt.

[1] P. Grelu and N. Akhmediev. Nature Photon 6 84 (2012).
[2] A.G. Vladimirov, G.V. Khodova and N.N. Rosanov. Phys. Rev. E 63 056607 (2001).
[3] P.V. Paulau et al. Phys. Rev. Lett. 108 213904 (2012).
[4] P.V. Paulau et al. Phys. Rev. E 84 036213 (2011).
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Time delays in physical, biological or chemical systems are a source of instabilities and complex dy-
namics [1]. In optical and optoelectronic systems with feedback, for instance, typically the time scale
associated to the feedback is slower than the intrinsic time scales of the system and thus delay terms
arise in a natural way. The study of the time-delayed dynamics in laser and optoelectronic systems has
been motivated by applications such as the stabilisation of the output in control systems or the gener-
ation of controllable periodic or chaotic signals. Another instance in which delay naturally appears is
when considering coupled systems where delay is due to the finite propagation time from one system to
another.
An interesting example of dynamical regime that can arise through time-delayed feedback is square-
wave switching. The generation of tunable pulsating dynamics has been studied during the past few
years [2], motivated by fundamental interest and also towards applications such as optical clocks and
other binary logical applications, generation of stable microwave signals or optical sensing.
In this work we focus on the dynamics of two delay systems mutually coupled with delay. As a prototypi-
cal delay system we consider two mutually coupled optoelectronic oscillators. Systems of optoelectronic
oscillators exhibit a rich variety of dynamical regimes [3] with different potential applications. They have
been used as chaos generators for secure chaos-based communications [4]. These devices have also
been proposed and studied to produce efficient ultra-pure microwaves in the periodic regime [5].
We show that interplay between self- and cross- delay times has a critical role on the synchronization of
the two oscillators. In particular we will study the conditions on which square-wave periodic solutions in
both systems appear. Synchronized in-phase solutions arise only when the ratio between the delays is
between two odd numbers while synchronized out-of-phase solutions appear for ratios given by an odd
and an even number. Furthermore, we will show the coexistence of multiple periodic synchronized solu-
tions for fixed parameter values. In this circumstances the system can be set to generate square-wave
oscillations with different periods just changing the initial condition.

[1] T. Erneux. Applied Delay Differential Equations. Springer, New York, 2000.
[2] B. Sartorius et al. Electron. Lett. 34 1664 (1998); S. Ura et al., Opt. Express 19 23683 (2011); A.

Gavrielides et al. Opt. Lett. 31 2006 (2006); C. Masoller et al. Phys. Rev. E 84 023838 (2011); L.
Mashal et al. Optics Express 20 22503 (2012).

[3] Y. Chembo Kouomou et al. Phys. Rev. Lett. 95 203903 (2005).
[4] A. Argyris et al. Nature 437 343 (2005).
[5] X.S. Yao and L. Maleki. IEEE J. of Quantum Electron. 32 1141 (1996).
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3Universidad Rey Juan Carlos and Centro de Tecnología Biomédica-UPM, Madrid, Spain;
inmaculada.leyva@urjc.es
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6Tel Aviv University, Tel Aviv, Israel; ayali@tauex.tau.ac.il
7CNR- Istituto dei Sistemi Complessi, Firenze, Italy; stefano.boccaletti@gmail.com

The study of how an assembly of isolated neurons self-organizes to form a complex neural network is
a fundamental problem to be addressed [1]. Previous studies highlighted that the organization of the
neuronal network before reaching its mature state is not random, being instead characterized by a high
clustering and short paths [2]. In vitro primary cultures of dissociated invertebrate neurons from locust
ganglia are used to investigate the morphological evolution of assemblies of living neurons, as they
self-organize from collections of separated cells into elaborated, modular, networks. In particular, we
developed a complete software for the identification of neurons and neurites location, able to ultimately
extract an adjacency matrix from each image of the culture. This, on its turn, allowed us to perform
statistical analyses of some relevant network topological observables at different stages of the culture’s
development, and to quantify the main characteristics of a generic assembly of isolated neurons when it
self-organizes to form a complex neural network. Time evolution of associated micro- and meso-scales
of the graph is reported, which allows to draw first conclusions on the main mechanisms involved in the
large-scale evolution of the network’ connectiveness.

[1] J.-P. Eckman, O. Feinerman, L. Gruendlinger, E. Moses, J. Soriano, T. Tlusty, Phys. Rep. 448,
54-76 (2007).

[2] O. Shefi, I. Golding, R. Segev, E. Ben-Jacob, and A. Ayali, Phys. Rev. E 66 021905 (2002).
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P22 Towards a biophysical description of contractile pulses of amnioserosa cells
during dorsal closure
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4Centre for Genomic Regulation, Barcelona, Spain; Jerome.Solon@crg.eu

During late Drosophila embryogenesis, an epidermal opening on the dorsal side of the embryo is sealed
by the constriction of an extra-embryonic tissue, the amnioserosa. During the initial phase of this mor-
phogenetic process, called dorsal closure, the cells of the amnioserosa exhibit pulsed contractions cor-
relating with oscillatory changes of each individual apical cell surface. Shape oscillations have periods
on the order of a few minutes. They are driven by the active dynamics of the actomyosin cortex, a pro-
tein meshwork underlying the apical cell membrane of the amnioserosa cells and mainly consisting of
crosslinked actin filaments and myosin motor proteins. An understanding of the biophysical mechanism
at the heart of the observed dynamic instability is still missing. Here, we present preliminary results
based on quantitative image analysis of wild type and mutant embryos, laser cutting experiments, as
well as theoretical considerations in a dynamical systems framework. Our work suggests that the ob-
served dynamics can be accounted for by an effective nonlinear elasticity of the apical cell surface,
accumulation of cortical material due to local shape change and the constant remodelling of the cortex
with a turn-over time of about one minute.

P23 Multivariate extensions of recurrence networks: Geometric signatures of cou-
pled nonlinear systems

Reik V. Donner1, Jan H. Feldhoff2, Jonathan F. Donges3, Norbert Marwan4 and
Jürgen Kurths5

Potsdam-Institute for Climate Impact Research, Potsdam, Germany
1reik.donner@pik-potsdam.de
2feldhoff@pik-potsdam.de
3donges@pik-potsdam.de
4marwan@pik-potsdam.de
5kurths@pik-potsdam.de

Complex network approaches to time series analysis have recently proven their great potential for char-
acterizing important properties of individual stochastic processes or dynamical systems. However, in
the real-world such systems typically do not evolve completely isolated from each other, but exhibit
mutual interactions with their neighborhood. Following this idea, we propose here extending the re-
cent graph-theoretical view on individual systems towards a coupled network approach to interacting
systems. Specifically, we illustrate how to extend the particularly successful concept of recurrence
networks to studying dynamical interrelationships between two or more coupled nonlinear dynamical
systems exclusively based on their attractors’ geometric structures in phase space.

130 XXXIII Dynamics Days Europe 2013

mailto:kai.dierkes@crg.eu
mailto:Angughali.Sumi@crg.eu
mailto:salbreux@pks.mpg.de
mailto:Jerome.Solon@crg.eu
mailto:reik.donner@pik-potsdam.de
mailto:feldhoff@pik-potsdam.de
mailto:donges@pik-potsdam.de
mailto:marwan@pik-potsdam.de
mailto:kurths@pik-potsdam.de


Poster session Tuesday, June 4

P24Predator-prey systems with seasonal migration
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Population models where two or more species exhibit predator-prey relationships have long been of
interest to researchers working on both dynamical systems and ecological modelling [1]. Most of these
models have been static where the different species have been constrained to a specific area. However,
even though seasonal migration is a common occurrence in nature [2, 3], surprisingly few attempts
have been made to model predator-prey systems that incorporate such behaviour. The possibility for
predator-prey problems that allow for one or more of the species to undergo mass migration open up
a range of new possibilities from a dynamical point of view. Furthermore, systems of this type can be
modeled in a variety of different ways. Here we focus on two different approaches, namely, ordinary
and partial differential equations, where the former can be seen as a compartment model and the latter
a spatial model. In both cases the inclusion of the seasonal periodicity is key in understanding their
behaviour. The dynamics arising from the different migration models will be compared, with particular
emphasis placed on the stability of periodic solutions and bifurcations.

[1] J.D. Murray. Mathematical Biology, Springer, Berlin, (1989).
[2] C. Egevang, I.J. Stenhouse, R.A. Phillips, A. Petersen, J.W. Fox and J.R.D. Silk. PNAS 107 5 (2009).
[3] T. Madsen and R. Shine, Ecology 77 1 (1996).

P25Scaling exponents of rough surfaces generated by damage spreading in the
Ising model

Felipe Aguiar Severino dos Santos1 and Everaldo Arashiro2

Universidade Federal de Ouro Preto, Ouro Preto, Brazil
1felipe_ufop@hotmail.com
2arashiro@iceb.ufop.br

We carry out a study of the phase transitions in the damage spreading (DS) in the one-dimensional Ising
model under a dynamic introduced by Hinrichsen and Domany (HD) [1] and mapping of the spin con-
figurations to a solid-on-solid growth model, resulting in an aggregate which is compact (no vacancies)
and without surface overhangs [2]. A system is said to exhibit DS [3] if the "distance" between two of its
replicas, that evolve under the same thermal noise but from slightly different initial conditions, increases
with time. The dynamic introduced by HD exhibit nondirected percolation universality class continuous
phase transitions to absorbing states, exhibit parity conservation (PC) law of kinks. The kinks (00’s and
11’s) of these models exhibit mod 2 parity conservation and the absorbing state is doubly degenerated.
They are characterized by different exponents which are related to the PC universality class [4]. We have
obtained such exponents through Monte Carlo simulations, variating the lattice size at critical probability.
We estimated the growth exponent βw at short times, such as, other critical exponents associated to
the surface growth (α and z). Our results are in good agreement with those expected for PC univer-
sality class. The critical roughening exponents, expected to belong to the PC universality class, were
measured using power law relations valid at criticality. Supported by Capes, CNPq and Fapemig

[1] H. Hinrichsen and E. Domany. Phys. Rev. E 56 94 (1997).
[2] J.A. de Sales, M.L. Martins and J.G. Moreira. Physica A 245 461 (1997).
[3] S.A. Kauffman. J. Theor. Biol. 22 437 (1969).
[4] P. Grassberger, F. Krause and T. von der Twer. J. Phys. A 17 L105 (1984).
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P26 Implementation of an optoelectronics logic gate dynamically flexible using a
laser fiber, numerical study

Juan Hugo García-Lopez1, Samuel M. Afanador-Delgado2, Rider Jaimes-Reátegui3,
Ricardo Sevilla-Escoboza4, Guillermo Huerta-Cuellar5, Didier Lopez-Mancilla6 and

Luis A. Camacho-Castillo7

Universidad de Guadalajara, Lagos de Moreno, Mexico
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We present the implementation of a system to reproduce the behavior of a dynamic logic gate. The
dynamic logic gate consists of three elements: a fiber laser in chaotic regimen, a threshold controller
and the output of the logic gate. The output signal of the fiber laser is sent to the logic gate input as to
the threshold controller; threshold controller output signal is sent at the entrance of the logic gate and
also fed back to the fiber laser, which changes their dynamic behavior. The output of the logic gate
consists of a difference amplifier; this compares the signals sent by the threshold controller and the fiber
laser, resulting logic output that depend on an accessible parameter in threshold controller. We present
the experimental and numerical results of the implementation of a dynamic logic gate using fiber laser,
which demonstrates the ability to change the type of logic gate by modifying a parameter of threshold
control.

P27 Formation of two-kink solitons due to the presence of a localized external force

Monica A. Garcia-Nustes1 and Jorge A. Gonzalez2

1Universidad de Chile, Santiago, Chile; mgarcianustes@ing.uchile.cl
2Instituto Venezolano de Investigaciones Cientificas, Caracas, Venezuela; jalbertgonz@yahoo.es

Recently, it has been reported the existence of stable dissipative solitons supported by the presence of
a localized gain in optical systems [1, 2]. A further investigation has studied the existence of multipole
solitons maintained by a localized parametric gain in focusing and defocusing media[3]. In the present
work, we address the formation of two-kink and multi-kink solitons in the sine-Gordon model under the
perturbation of a localized space-dependent force. The existence of two-kink soliton solutions in poly-
nomial potentials was first reported by D. Bazeia et al. in a special type of scalar field systems [4]. In
contrast, we show that a pair of two-kink solitons can be formed in the sine-gordon model during the pro-
cess of kink breakup by internal mode instabilities [5]. The formation process of these bounded states
is an interplay between the solitonic repelling interaction and the localized external force, resulting in a
separation or a packing of several kinks. Multikinks states can be also observed for larger values of the
external force. Based on energy considerations, we are able to predict and control the formation of mul-
tistates by varying the external force parameters. A possible experimental realization using Josephson
junctions is proposed.

[1] C.-K. Lam, B.A. Malomed, K.W. Chow and P.K.A. Wai. Eur. Phys. J. Special Topics 173 233 (2009).
[2] D.A. Zezyulin, Y.V. Kartashov and V.V. Konotop. Opt. Lett. 36 1200 (2011).
[3] F. Ye, Changming Huang, Y. V. Kartashov and B.A. Malomed. Opt. Lett. 38 480 (2013).
[4] D. Bazeia, J. Menezes and R. Menezes. Phys. Rev. Lett. 91 241601 (2003).
[5] J.A. Gonzalez, A. Bellorin and L.E. Guerrero. Phys. Rev. E65 065601 (2002).
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P28Dynamics of the early stage of pattern formation in the ferrocyanide-iodate-
sulfite reaction-diffusion system: branching and budding

István Pontos1, Petra Szabó2and Vilmos Gáspár3
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We have studied the early stage of pattern formation in the ferrocyanide-iodate-sulfite reaction using a
home-made one-side fed unstirred spatial gel reactor (OSFR) that was connected to a continuous flow
stirred-tank reactor (CSTR). Following Turing’s theory for pattern formation in reaction-diffusion systems,
the gel has been prepared to contain polyacrylic (PA) in order to slow down the diffusion of the activator
species, the hydrogen ion. The relationship between the PA concentration (varied between 0-12 mM)
and the wavelength of the labyrinth type patterns has been examined while no other parameter has
been changed. The formation and development of the patterns had been recorded by a digital camera,
and the movies were analyzed by a computer program. Peculiar branching and budding mechanisms
have been found to be responsible for the dynamics of the early stage of the pattern formation. The
complexity of the labyrinth (number of branches) greatly depends on the PA concentration.

P29Building a triple agent model for financial markets

Elena Green1, William Hanan2 and Daniel M. Heffernan3

1National University of Ireland, Maynooth, Ireland; elena.s.green@nuim.ie
2Maynooth, Maynooth, Ireland;
3National University of Ireland, Maynooth, Ireland; dmh@thphys.nuim.ie

Agent-based models have become common in financial research. An agent-based model is a way of
describing a complex system by looking at the individual parts and modelling their interactions. Then
the model is allowed to run and often produces results which could not be predicted by examining the
individual parts alone. This phenomenon is called emergent behaviour.
The motivation behind the model which will be presented is to understand the reasons for the non-
Gaussian distribution of returns and the volatility clusters in financial data. These are two of the many
stylised facts which are common to financial data collected from many diverse sources [1]. The model
aims to find the simplest trading strategies necessary to produce leptokurtic returns with volatility clus-
tering. We find three ingredients essential to this outcome; traders with some memory, technical traders
that trade in line with trends in the price, and fundamental traders who know the "fundamental value"
of the stock and trade accordingly. With these three basic types of agents the relevant characteris-
tics emerge in the produced time series. The model is further analysed in order to obtain an analytic
description of the agents and their trading strategies.

[1] R. Cont. "Empirical properties of asset returns: stylized facts and statistical issues". Quantitative
Finance 1 223-236 (2001).

XXXIII Dynamics Days Europe 2013 133

mailto:pontos.istvan@science.unideb.hu
mailto:
mailto:gaspar.vilmos@science.unideb.hu
mailto:elena.s.green@nuim.ie
mailto:
mailto:dmh@thphys.nuim.ie


Tuesday, June 4 Poster session

P30 Phase diagram of a cyclic predator-prey model with neutral-pairs exchange
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In the present work we obtain the complete phase diagram of a four species predator-prey lattice model
by using the recently proposed Gradient Method. We consider cyclic transitions between consecutive
states, representing invasion or predation, and allowed the exchange between neighboring neutral pairs.
By applying a gradient in the invasion rate parameter one can see, in the same simulation, the presence
of two symmetric absorbing phases, composed by neutral pairs, and an active phase that includes all four
species. In this sense, the study of a Single-Valued Interface and its fluctuations give the critical point
of the irreversible phase transition and the corresponding universality classes. Also, the consideration
of a Multivalued Interface and its fluctuations bring the percolation threshold. We show that the model
presents two lines of irreversible first-order phase transition between the two absorbing phases and
the active phase. Depending on the system parameters, these lines can converge into a triple point
that is the beginning of a first-order irreversible line between the two absorbing phases, or end in two
critical points that belong to the directed percolation universality class. Standard simulations confirm the
order of the transitions as determined by the Gradient Method. Besides, we show that the percolation
transition lies on the active phase, and when it disappears, the model presents a first-order percolation
transition, as already found in other similar models.

P31 Interfacial properties in a discrete model for tumor growth

Belén Moglia1, Nara Guisoni2 and Ezequiel V. Albano3

1Instituto de Física de Líquidos y Sistemas Biológicos (IFLYSIB), La Plata, Argentina;
belenmogli@hotmail.com
2Universidad Nacional de La Plata, La Plata, Argentina; naraguisoni@gmail.com
3CONICET CCT-La Plata, La Plata, Argentina; ealbano@iflysib.unlp.edu.ar

We propose and study by means of Monte Carlo numerical simulations a minimal discrete model for
avascular tumor growth, which can also be applied for the description of cell cultures in vitro. The
interface of the tumor is self-affine and its width can be characterized by the following exponents: (i)
the growth exponent β = 0.32(2) that governs the early time regime, (ii) the roughness exponent α =
0.49(2) related to the fluctuations in the stationary regime, and (iii) the dynamic exponent z = α/β '
1.49(2), which measures the propagation of correlations in the direction parallel to the interface, i.e.
ξ ∝ t1/z, where ξ is the parallel correlation length. So, the interface belongs to the KPZ universality
class in agreement with recent experiments of cell cultures in vitro. Furthermore, density profiles of the
growing cells are rationalized in terms of traveling waves that are solutions of the Fisher-Kolmogorov
equation. In this way, we achieved excellent agreement between the simulation results of the discrete
model and the continuous description of the growth front of the culture/tumor.
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P32A quantitative model for tissue homeostasis

Nara Guisoni1, Jordi García-Ojalvo2, Joaquín de Navascués3 and Alfonso Martinez
Arias4

1Instituto de Física de Líquidos y Sistemas Biológicos (IFLYSIB), La Plata, Argentina;
naraguisoni@gmail.com
2Universidad Nacional de La Plata, Barcelona, España; jordi.g.ojalvo@upf.edu
3CONICET CCT-La Plata, Cambridge, UK; jd467@gen.cam.ac.uk
4Department of Experimental and Health Sciences, Cambridge, UK; ama11@hermes.cam.ac.uk

Homeostasis is the regulation of the internal environment of a system in order to maintain some
property in a stable, relatively constant condition. In tissue homeostasis, the relative number of cells
should be maintained, therefore stem cells must balance self-renewal with differentiation, in a dynamic
equilibrium. Understanding how this process is controlled in adult tissues represents a defining question
in stem cell biology.
The Drosophila midgut, which is analogous to the mammalian stomach, small intestine, and colon, has
been identified as a powerful system in which to study mechanisms that control homeostasis. Early
works have established a model of tissue turnover based on the asymmetric division of intestinal stem
cells. In that way, one stem cell daughter always remains pluripotent and other differentiates. Recently,
an alternative scenario is proposed from the quantitative analysis of clonal fate data [1]. It has been
shown that Drosophila midgut tissue turnover involves symmetrically dividing stem cells, whose cell fate
should be defined after the division. This mechanism can lead to stem-cell loss since both daughters
can differentiate.
What is the molecular mechanism for the symmetry breaking in stem cell daughter cells? What is the
role of the lateral inhibition in this system? What is the relevant genetic pathway in order to maintain the
homeostasis? How do the spatial and temporal heterogeneities of cell distribution affect fate decision?
We propose a multiscale reaction-diffusion model to address these questions. Different cell types
(steam cells, committed cells and differentiated cells) and molecules (cytokines, Notch, Delta, Jak-Stat)
are considered. A sparse hexagonal lattice mimics the spatial distribution of cells and allows variability
and fluctuations at cell proportion. Comparisons with experimental data on clone analysis are presented.

[1] J. de Navascués, C.N. Perdigoto, Y. Bian, M.H. Schneider, A.J. Bardin, A. Martínez-Arias and B.D.
Simons. EMBO J. 31 2473 (2012). http://dx.doi.org/10.1038/emboj.2012.106
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P33 Chimera states in networks of excitable elements

Johanne Hizanidis1, Vasilis Kanas2, Anastasios Bezerianos3 and Tassos Bountis4

1National Center for Scientific Research "Demokritos", Athens, Greece;
ioanna@chem.demokritos.gr
2University of Patras, Patras, Greece; vaskanas@gmail.com
3National University of Singapore, Singapore, Singapore; tassos.bezerianos@nus.edu.sg
4University of Patras, Patras, Greece; bountis@math.upatras.gr

Chimera states are a peculiar dynamical phenomenon observed in systems of nonlocally coupled el-
ements which split into two domains: one coherent and phase locked and another incoherent and
desynchronized[1]. Only recently, chimera states were experimentally realized in populations of cou-
pled chemical oscillators as well as optical coupled-map lattices[2]. Chimera states could also be of
importance in certain biological systems: many birds as well as dolphins sleep with one eye open, in the
sense that one hemisphere of the brain is synchronous while the other is asynchronous (unihemispheric
sleep)[3]. The study of chimera states in the context of neural applications is, therefore, of great interest.
Recently it was shown that multi-chimera states exist in rings of nonlocally coupled FitzHugh-Nagumo
oscillators[4], a paradigmatic model in neuroscience. In this work, we consider networks of Hindmarsh-
Rose oscillators [5] which are the prototype system for type-I neuron excitability[6]. Various interesting
synchronization patterns including chimera states are observed. The effect of the coupling strength and
the network topology on the existence and stability of the chimera states is investigated both in a single
network and in a system of two coupled neuron populations.
This research has been co-financed by the European Union (European Social Fund-ESF) and Greek na-
tional funds through the Operational Program “Education and Lifelong Learning” of the National Strategic
Reference Framework (NSRF)-Research Funding Program: THALES. Investing in knowledge society
through the European Social Fund.

[1] Y. Kuramoto and D. Battogtokh. "Coexistence of Coherence and Incoherence in Nonlocally Coupled
Phase Oscillators". Nonlin. Phen. in Complex Sys. 5 4 380 (2002); D.M. Abrams and S.H. Strogatz.
"Chimera States for Coupled Oscillators". Phys. Rev. Lett. 93 174102 (2004).

[2] M.R. Tinsley, S. Nkomo and K. Showalter. "Chimera and phase cluster states in populations of
coupled chemical oscillators". Nature Physics 8 662 (2012); A.M. Hagerstrom, E. Thomas, R. Roy,
P. Hövel, I. Omelchenko and E. Schöll. "Chimeras in Coupled-Map Lattices: Experiments on a
liquid crystal spatial light modulator system". Nature Physics 8 658 (2012).

[3] N.C. Rattenborg, C.J. Amlaner and S.L. Lima. "Behavioral, neurophysiological and evolutionary per-
spectives on unihemispheric sleep". Neuroscience and Biobehavioral Reviews 24 817–842 (2000).

[4] I. Omelchenko, O.E. Omel’chenko, P. Hövel and E. Schöll. "Multi-Chimera states in FitzHugh-
Nagumo Oscillators". Submitted (2013).

[5] J.L. Hindmarsh and R.M. Rose. "A model of neuronal bursting using three coupled first order dif-
ferential equations". Proc. Roy. Soc. B 221(1222) 87 (1984).

[6] J. Hizanidis, V. Kanas, A. Bezerianos and T. Bountis. "Chimera states in networks of excitable
elements". In preparation (2013).
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P34CANCELLED. The nature of weak generalized synchronization in chaotically
driven maps

Gerhard Keller1, Haider Hasan Jafri2 and Ram Ramaswamy3

1University of Erlangen, Erlangen, Germany; keller@mi.uni-erlangen.de
2Jawaharlal Nehru University, New Delhi, India; haiderjaf@gmail.com
3University of Hyderabad, Hyderabad, India; r.ramaswamy@gmail.com

Weak generalized synchrony (WGS) in a drive–response system occurs when the response dynamics is
a unique but nondifferentiable function of the drive, in a manner that is similar to the formation of strange
nonchaotic attractors in quasiperiodically driven dynamical systems. We consider a chaotically driven
monotone map and examine the geometry of the limit set formed in the regime of weak generalized
synchronization. The fractal dimension of the set of zeros is studied both analytically and numerically.
We further examine the stable and unstable sets formed and measure the regularity of the coupling
function. The stability index as well as the dimension spectrum of the equilibrium measure can be
computed analytically.

P35Preferential growth of weighted mutualistic networks

Manuel Jimenez-Martin1, Javier Galeano2 and Juan Carlos Losada3

Universidad Politecnica de Madrid, Madrid, Spain
1mjimnezm@gmail.com
2javier.galeano@upm.es
3juancarlos.losada@upm.es

Mutually beneficial interactions between two agent classes, such as plant-pollinator or plant-seed dis-
perser, are best represented by weighted mutualistic bipartite networks [1]. Those networks have been
repeatedly reported to show a nested structure. While several metrics for measuring nestedness in
weighted mutualistic networks have been proposed in the past few years [2], most dynamic models in
the literature aim to reproduce just the binary nested structure ignoring the development of the weighted
pattern [3, 4]. We introduce a simple dynamic model based on a modified preferential attachment rule
for bipartite networks. Our model simulates the growth of a mutualistic network generating weighted
interaction matrices that we compare with empirical data from several real biological networks [5]. The
resulting network shows a power-law degree distribution in both cases: plants and animals. Further-
more, the model reproduces accurately the nestedness behavior.

[1] J. Bascompte and P. Jordano. Annu. Rev. Ecol. Evol. Syst. 38 567 (2007).
[2] M. Almeida-Neto and W. Ulrich. Environmental Modelling and Software 26 173 (2011).
[3] D. Medan, R.P.J. Perazzo, M. Devoto, E. Burgos, M.G. Zimmermann, H. Ceva and A.M. Delbue. J.

Theor. Biol. 246 510 (2007).
[4] S.E. Maeng, J.W. Lee and D.-S. Lee. Phys. Rev. Lett. 108 108701 (2012).
[5] N. Blüthgen, N.E. Stork and K. Fiedler. Oikos 106 344 (2004).

XXXIII Dynamics Days Europe 2013 137

mailto:keller@mi.uni-erlangen.de
mailto:haiderjaf@gmail.com
mailto:r.ramaswamy@gmail.com
mailto:mjimnezm@gmail.com
mailto:javier.galeano@upm.es
mailto:juancarlos.losada@upm.es


Tuesday, June 4 Poster session

P36 Synchronization and spatial coherence of neuronal populations increase the
probability of seizure termination.

Premysl Jiruska1, Roman Cmejla2, Milan Paluš3 and John Gordon Ralph Jefferys4

1Institute of Physiology, Prague, Czech Republic; jiruskapremysl@gmail.com
2Czech Technical University, Prague, Czech Republic; cmejla@fel.cvut.cz
3Institute of Computer Science, Prague, Czech Republic; mp@cs.cas.cz
4University of Birmingham, Birmingham, United Kingdom; j.g.r.jefferys@bham.ac.uk

Traditionally seizures are described as an extreme and pathological form of synchronization of large
neuronal populations. Recent observations suggest that synchronization during seizures is much more
complex and surprisingly extreme synchronization may contribute to seizure termination. In this study
we examined in detail temporal profile of synchronization and spatial dynamics of neuronal popula-
tions during the course of seizures. Experiments were performed in vitro in rat hippocampal slices
perfused with artificial cerebrospinal fluid containing low calcium (0.2 mM). Field potentials from the
hippocampal CA1 region were recorded using multiple extracellular electrodes. Results demonstrated
that seizures were characterized by initial low levels of synchronization which gradually increased dur-
ing their course. Phase coherence (order parameter) between individual recording sites progressively
increased and it reached its maximal value towards the end of the seizure. Increase in phase coher-
ence was accompanied by progressive slowing down of instantaneous frequency of seizure activity and
decreased variance of instantaneous frequency between recording sites of seizure generating region.
Final stages of seizures were characterized by spatially coherent activity with common frequency, stable
site of initiation of ictal discharges and highly regular pattern of their propagation across CA1 region.
Seizure termination itself was characterized as a simultaneous disappearance of ictal discharge over
entire CA1 region (‘seizure death’). This study demonstrates complex evolution of synchronization be-
tween neuronal populations during the course of seizures. Our observations suggest that early parts
are generated by multiple and weakly coupled neuronal populations generating seizure activity at vari-
ous frequencies. Progressive increase in coupling results in formation large cluster of strongly coupled
neuronal populations generating ictal activity at identical frequency. Such arrangement may provide
spatiotemporal substrate for seizure termination and resembles oscillator death phenomenon observed
in systems with strongly coupled oscillators. Supported by Karel Janecek Endowment in Support of
Science and Research (2012/10) grant and Czech Ministry of Health grants (IGA NT11460-4/2010, IGA
NT 14489-3/2013).

P37 Emergence of epidemics in rapidly varying networks

Vivek Kohar1 and Sudeshna Sinha2

1Indian Institute of Science Education and Research (IISER), Mohali, India;
vivek.kohar@gmail.com
2Mohali, Mohali, India; sudeshna@iisermohali.ac.in

We describe a simple model mimicking disease spreading on a network with dynamically varying con-
nections, and investigate the dynamical consequences of switching links in the network. Our central
observation is that the disease cycles get more synchronized, indicating the onset of epidemics, as the
underlying network changes more rapidly. Further, the influence of changing links is more pronounced
in networks where the nodes have lower degree, and the disease cycle has a longer infective stage.
Lastly, we also observe finer dynamical features, such as beating patterns in the emergent oscillations
and resonant enhancement of synchronization, arising from the interplay between the time-scales of the
connectivity changes and that of the epidemic outbreaks.
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P38Pattern formation and control in networks of bistable elements

Nikos E Kouvaris

Department of Physics, Barcelona, Spain; nkouba@gmail.com

Traveling fronts and stationary localized patterns in bistable reaction-diffusion systems have been
broadly studied for classical continuous media and regular lattices. Analogs of such non-equilibrium
patterns are also possible in networks. Here, we consider traveling and stationary patterns in bistable
one-component systems on random Erdös-Rényi, scale-free and hierarchical tree networks. As re-
vealed through numerical simulations, traveling fronts exist in network-organized systems. They repre-
sent waves of transition from one stable state into another, spreading over the entire network. The fronts
can furthermore be pinned, thus forming stationary structures. While pinning of fronts has previously
been considered for chains of diffusively coupled bistable elements, the network architecture brings
about significant differences. An important role is played by the degree (the number of connections) of a
node. For regular trees with a fixed branching factor, the pinning conditions are analytically determined.
Furthermore, effects of feedbacks on pattern formation phenomena are investigated. Localized station-
ary activation patterns, which resemble stationary spots in continuous media, have been observed in
the networks. The active nodes in such a pattern form a subnetwork, whose size and structure can be
controlled by the feedback intensity.

P39Chimera states for repulsively coupled oscillators

Volodymyr Maistrenko1 and Yuri Maistrenko2

1National Scientific Centre for Medical and Biotechnical Research, Kyiv, Ukraine;
maistren@nas.gov.ua
2National Academy of Sciences of Ukraine, Kyiv, Ukraine; y.maistrenko@biomed.kiev.ua

We discuss the appearance of the chimera states for a network of repulsively coupled N phase oscilla-
tors of the Kuramoto-Sakaguchi type

ϕ̇i = ω +
1

2P

P∑
j=−P

sin(ϕi+j − ϕi − α), i = 1, ..., N. (1)

Each oscillator ϕi of the network is coupled with equal strength to its P nearest neighbors on either
side, index i is periodic mod N , phase shift α ∈ (π/2, π]. In the case coupling in the network is re-
pulsive, i.e. it works against synchronization. In the parameter plane (α, r), where r = P/N , we
uncover a cascade of the chimera states with increasing number of the regions of irregularity(illustrated
for N = 100, 200, 1000). Each chimera is characterized by the even number of narrow layers of incoher-
ence, "heads", where the average frequencies ω̄i are different from the frequency of the main cluster.
The neighboring regions are slightly intersecting which means that respective chimera types can co-
exist. We report three scenarios for the chimera birth in the N -dimensional network phase state: 1) via
saddle-node bifurcation on a resonant invariant circle, also known as SNIC or SNIPER, 2) via blue-sky
catastrophe, when two periodic orbits, stable and saddle, approach each other creating a saddle-node
periodic orbit, and 3) via homoclinic transition, when the unstable manifold may come back crossing the
stable manifold of the saddle-node. For N = 1000 and P = 130, we estimate dynamical complexity of
the chimera behavior by calculation of Lyapunov exponents and Laypunov dimension. The complexity
grows with decreasing α, and Lyapunov dimension is slightly smaller than the total number of the in-
coherent oscillators Kh in the chimera heads. We also demonstrate chaotic wandering of the chimera
states for different value of the parameter of α. Finally, we obtain two-dimensional chimera states for an
analog of the network (1) at 2-D torus. Our simulations approve that main properties of the repulsive
chimera states survive also in the two-dimensional case.
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P40 Consistency, complex networks and mild cognitive impairment
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Fernando Maestú4, Ricardo Bajo5 and Javier M. Buldú6

1Universidad Politécnica de Madrid, Madrid, Spain; jh.martinez@alumnos.upm.es
2Universidad del Rosario de Colombia, Bogotá, Colombia; juanmanuel.pastor@upm.es
3INNAXIS Research Institute and Universidad Nova de Lisboa, Madrid, Spain;
mzanin@innaxis.org
4Centro de Tecnología Biomédica-UPM, Madrid, Spain; fernando.maestu@ctb.upm.es
5Centro de Tecnología Biomédica-UPM, Lisbon, Portugal; ricardo.bajo@ctb.upm.es
6Centro de Tecnología Biomédica-UPM and URJC, Madrid, Spain; javier.buldu@ctb.upm.es

Mild Cognitive Impairment (MCI) has been described as an intermediary state between healthy aging
and demential [1]. Approximately ten percent of population with MCI ends up with Alzheimer’s per year.
For this reason, several approaches from different fields of knowledge have focused in understanding
the nature of this pathology [2]. In this study, we show preliminary results from complex network theory
adapted to Magnetoencephalograpy (MEG) data, obtained from two groups of fourteen subjects each:
Controls and MCI Patients (C, P) respectively, in order to make inferences about neurological basis re-
lated to this medical condition.
MEG data were recorded from 147 nodes located on individual scalps, and the Synchronization Likeli-
hood algorithm was used for each node, obtaining the so-called self-consistency (SC) value from MEG
time series. Self-consistency measures the ability of each recorded cortical region to behave in the
same way when a given input signal is repeated.
A new methodology for features differentiation [3], based on comparing linearly all possible permutations
of SC patient and control features, is used in order to define a limit value, -named Z-Score-, that separate
the SC standard deviations from control and MCI groups. Large values of SC standard deviations are
represented as edges in the networks created under this methodology. These anomalous networks are
weighted and non directed, and they unveil important topological differences between both groups.
This procedure evidences the existence of two network classes: heterogeneous and star-like shapes,
associated to the control and MCI group respectively. These networks were analyzed using different
metrics [4] Strength, Degree, Clustering, Mean Path, Local and Global Efficiency, indicating those corti-
cal regions related to the main differences between groups induced by the disease.

[1] American Psychiatric Association. "Diagnostic and statistical manual of mental disorders". Task
Force on DSM-IV. Washington DC, IV, 2006.

[2] J.M. Buldú et al. "Reorganization of Functional Networks in Mild Cognitive Impairment". PLoS ONE
6 5 (2011).

[3] M. Zanin and S. Boccaletti. "Complex networks analysis of obstructive nephropathy data". Chaos 21
3 (2011).

[4] S. Boccaletti et al. "Complex networks: Structure and dynamics". Physics Reports 424(4-5) 175-308
(2006).
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P41Decision support systems towards the intelligent analysis and classification of
cerebral inflammation as measured with multi-parametric Magnetic Resonance

Ana Belén Martín-Recuero1, Massimiliano Zanin2 and Sebastián Cerdán3
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Cerebral inflammatory responses underlie the most morbid and prevalent neurological disorders, includ-
ing cancer, ischemia, neurotrauma or neurodegeneration. In most cases, current bioimaging methods
are not able to discriminate unambiguously between the primary pathology and the associated inflam-
matory response. To this end, we report here a novel intelligent decision support system to discriminate
between inflamed and healthy mouse brain using multi-parametric Magnetic Resonance Imaging. Linear
Discriminant Analysis was applied to the segmented pixels of the hippocampus. An initial component
vector of features for each pixel describing the intensity values of the acquired datasets was used. Fea-
ture inclusion was applied sequentially considering the highest R2 value of each feature after performing
a regression analysis to the model constructed. Features were included until the adjusted Root Mean
Square Error (RMSE) value decreases (< ε). At this point, the remaining features considered are the
ones which contribute to the best cost-effective model of classification. In these terms, this novel ap-
proach assesses the best combination of MRI features to discriminate inflammation from healthy tissue,
improving the clinical workflow and diagnosis in cerebral inflammation pathologies.

P42Dynamics of the individual properties and the collective behavior in living matter

Shiraishi Masashi1 and Yoji Aizawa2

Waseda University, Tokyo, Japan
1m.shiraishi@aoni.waseda.jp

Collective behavior of living matter are composed of characteristic individuals. The individuality is very
important because it deeply relates to the collective behavior. Therefore we studied the dynamics of
the collective behavior by changing the individual properties. We represent an i-th individual motion as
dynamical equations of a self-propelled particle in two dimensions :

v̇i(t) = (1− |vi(t)|α)vi(t) + Fenv + Fs(t) (1)

ẋi(t) = vi(t) (2)

where the first term on the right side of the equation (1) acts to keep constant speed, the α represents
the strength to be constant speed, the Fenv is the environment force and Fs(t) is the interaction between
the individuals in the swarm. We apply several types of interaction forces to Fs(t) like globally coupled
inter-molecular force or the Vicsek model-like short range interaction [1]. We assume the individual
properties as the α and the interaction force type in the equations. To study the dynamics of collective
behavior, we adopt Lyapunov exponents used in characterizing their chaotic behaviors for the dynamical
system [2]. We characterize effects of the individual properties on the stability of the collective behavior
by using the Lyapunov exponents. We simulate this dynamical model withN individuals with the different
individual parameters and show the numerical results of the effects of the parameters on the collective
behavior.

[1] T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen and O. Shochet. Phys. Rev. Lett. 75 1226 (1995).
[2] L.J. Milanovic, H.A. Posch and W.G. Hoover. Mol. Phys. 95(2) 281 (1998).
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P43 Extreme intensity pulses in a semiconductor laser with a short external cavity

José A. Reinoso1, Jordi Zamora-Munt2and Cristina Masoller3

1Universidad Nacional de Educación a Distancia, Madrid, España; jmaparicio@bec.uned.es
2Instituto de Física Interdisciplinar de Sistemas Complejos (CSIC-UIB), Palma de Mallorca, España;
jordi@ifisc.uib-csic.es
3Universidad Politécnica de Cataluña, Terrassa, España; cristina.masoller@upc.edu

We present a numerical study of the pulses displayed by a semiconductor laser with optical feedback in
the short cavity regime, such that the external cavity round trip time is smaller than the laser relaxation
oscillation period. For certain parameters there are occasional pulses, which are high enough to be con-
sidered extreme events. We characterize the bifurcation scenario that gives rise to such extreme pulses
and study the influence of noise. We demonstrate intermittency when the extreme pulses appear and
hysteresis when the attractor that sustains these pulses is destroyed. We also show that this scenario is
robust under the inclusion of noise.

P44 The role of diffusion and shear diversity in collective synchronization

Ernest Montbrió1 and Diego Pazó2

1Universitat Pompeu Fabra, Barcelona, Spain; ernest.montbrio@upf.edu
2Instituto de Física de Cantabria, Santander, Spain; pazo@ifca.unican.es

Reaction-diffusion systems consisting of a large number of degrees of freedom display dynamical
regimes that successfully describe a number of spatio-temporal patterns found in nature. In partic-
ular, systems composed of many interacting aggregates of heterogeneous, self-oscillating elements,
often show oscillations at the macroscopic level as a consequence of the collective synchronization of
the individual oscillators. This important phenomenon is observed in systems ranging from biology to
chemistry, physics and engineering. An appropriate model to study collective synchronization is the
mean-field version of the complex Ginzburg-Landau equation (CGLE) with heterogeneity. Here we in-
vestigate the synchronization dynamics of a model obtained from the phase reduction of the mean-field
CGLE with heterogeneity. The analysis is carried out using the recently proposed "Ott-Antonen an-
zatz", which in our case permits to drastically reduce the large dimensionality of the original system to
a set of two first order, nonlinear differential equations. The well known Kuramoto model predicts that,
if oscillators have independently distributed natural frequencies and common shear (or nonisochronic-
ity), the transition from incoherence to collective synchronization occurs at large enough values of the
coupling strength. In contrast, here we demonstrate that shear diversity cannot be counterbalanced by
a general diffusive coupling leading to synchronization. Indeed, we present the first exact results of a
generalization of the Kuramoto model that illustrate the role of dissipative and reactive couplings on the
synchronization transition, and show that the onset of collective synchrony is impossible if the width of
the shear distribution exceeds a precise threshold. Interestingly, this general result holds true as far as
coupling is not purely reactive. In this case, the synchronization threshold turns out to depend on the
mean of the shear distribution, but not on all the other distribution moments.

142 XXXIII Dynamics Days Europe 2013

mailto:jmaparicio@bec.uned.es
mailto:jordi@ifisc.uib-csic.es
mailto:cristina.masoller@upc.edu
mailto:ernest.montbrio@upf.edu
mailto:pazo@ifca.unican.es


Poster session Tuesday, June 4

P45Infinite modal map and on-off intermittency

Masaki Nakagawa

Waseda University, Tokyo, Japan; m-nakagawa@aoni.waseda.jp

On-off intermittency which is one of the weak chaos is a phenomenon randomly repeating laminar be-
havior and instantaneous burst. It was found by Fujisaka and Yamada (1985), using a coupled chaos
system, and observed from many numerical and experimental systems later. On-off intermittency is said
to have some universally statistical laws: the distribution of laminar phases is an asymptotic power law
with exponent -3/2, and the distribution of the state variable is an inverse power law in neighborhood
of the onset of intermittency. Usually, it is modeled by a multiplicative stochastic process. However
that deterministic mechanism is not known actually. In this situation, we found a purely deterministic
model which is expressed by a multiplicative stochastic process different from an usual. Our model is
generated by an infinite modal map in one dimension, which is extracted near the homoclinic loop of a
saddle-focus by L. P. Shilnikov. In our model also, their universally statistical laws were observed. But,
different ones were found in the case of changing the parameters. We report the transitions from the
universal laws, and show a theoretical result of our multiplicative stochastic process.
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P46 Complex network analysis of connectivity patterns from MEG data of epileptic
patients
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The aim of this study is to analyze the complex network parameters obtained from the connectivity pat-
ters detected in magnetoencephalography (MEG) recordings during resting state of two different types
of epileptic patients compared to healthy subjects. Thirty participants were studied: 10 patients suffer-
ing from frontal focal epilepsy (FE), 10 patients suffering from generalized epilepsy (GE) and 10 healthy
subjects (HS). For the characterization of epileptic syndromes the seizure classification and other crite-
ria, e.g. case history, age of first manifestation, neurological findings, EEG and MRI were used. MEG
recordings were completed with the 306-channel Elekta Neuromag R© system (102 magnetometers and
204 planar gradiometers). To correct the head position and the associated movement-related artifacts,
a spatio-temporal signal space separation method (tSSS) with movement compensation was realized.
MEG data was acquired at a sampling rate of 1 kHz. A period of 10 min of resting state with closed eyes
was selected for the study. All the analysis was performed over 1200 non-overlapping segments (the 40
most stationary segments per subject, using the KPSS test for stationarity) of 5000 ms, far from recent
epileptic discharges. A downsampling to 500Hz was applied. The Phase Synchronization (PS) analysis
was performed using the Phase Locking Value, Phase Lag Index and Phase Slope Index. Testing with
surrogate data the significance of the computed synchronization index value for each pair of sensors.
Thus, obtaining the connectivity matrix for each single subject. To characterize the network structure
of brain activity, we evaluated a list of measures for weighted graphs. In this approach, MEG sensors
were considered as vertices and the PS values between sensors as edge weights. The edge weight
represents the strength of the connection between the vertices. We focused on two global parameters:
the average degree and the strength and two measures of segregation: the clustering coefficient and
the modularity. To statistically compare network parameters from the three groups (FE, GE, HS), we
performed a Kruskal Wallis test, and in those cases where this test was significant, we further analyzed
pairwise difference between any two groups by means of a two-sided rank sum test, obtaining significant
differences among the three groups.
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P47Analytical properties of autonomous systems controlled by extended time-delay
feedback in the presence of a small time delay mismatch

Viktor Novičenko1 and Kestutis Pyragas2

Center for Physical Sciences and Technology, Vilnius, Lithuania
1novicenko@pfi.lt

The application of the delayed feedback control (DFC) or extended DFC (EDFC) algorithms to dynam-
ical systems requires the knowledge of the period of unstable periodic orbit (UPO). For autonomous
systems, this period is a priori unknown. An analytical treatment of this problem was first attained by
W. Just et. al. [1]. The authors derived an analytical expression for the period of stabilized orbit de-
pending on the delay time in the case of a small delay mismatch. Starting from the autonomous system
subject to the DFC ẋ(t) = F (x(t),K {g[x(t)]− g[x(t− τ)]}) (here x denotes the phase space vari-
ables, g[x] is the measured scalar quantity, τ is the delay time, and K is the control amplitude) they
obtained an expression for the period Θ of the periodic solution of the controlled system as an expan-
sion with respect to the small mismatch τ − T (here T is the period of unstable periodic orbit of the free
system):

Θ(K, τ) = T +
K

K − κ
(τ − T ) +O((τ − T )2), (1)

where κ denotes a system parameter which captures all of the details concerning the coupling of the
control force to the system. In this work, we present more general result than presented in [1]. Our
approach is based on the phase reduction method adapted to the system with time delay [2]. We start
from the autonomous system controlled by the EDFC:

ẋ(t) = F

(
x(t),K

{
(1−R)

∞∑
n=1

Rn−1g[x(t− nτ)]− g[x(t)]

})
(2)

The main idea of our approach is based on the splitting of the control force in non-mismatched and
mismatched components [3]. The non-mismatched component stabilizes the UPO while the mismatched
component induces a small perturbation that can be treated by the phase reduction theory adapted to
time-delay systems. As a result we derive a more general expression for the period of the controlled
system:

Θ(K, τ) = T +
K

K − κ(1−R)
(τ − T ) +O((τ − T )2). (3)

Another advantage of our approach is that we show how the parameter κ depends on the measured
scalar quantity g[x]. The results are important for the practical implementation of the EDFC algorithm,
since they facilitate the determination of the unknown period in experiments.

[1] W. Just et al. Phys. Rev. Lett. 81(3) 562-565 (1998).
[2] V. Novičenko and K. Pyragas. Physica D 241 1090-1098 (2012).
[3] V. Novičenko and K. Pyragas. Phys. Rev. E 86 026204 (2012).
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P48 Front pinning induced by spatial inhomogeneous forcing in a Fabry-Pérot Kerr
cavity with negative diffraction

Vincent Odent1, Saliya Coulibaly2, Pierre Glorieux3, Majid Taki4 and Eric
Louvergneaux5

Laboratoire PhLAM - Université de Lille 1, Villeneuve d’Ascq, France
1vodent@ing.uchile.cl

In a bistable system, the front dynamics connecting two states is a problem concerning many domains
of physics [1, 2]. In this system, under a parameter breaking symmetry, the front propagates, except
at the Maxwell point. To observe front locking behavior, a spatial periodic forcing has been proposed
[3]. In optics, usually we work with Gaussian laser beam which presents inhomogeneous spatial profile,
so a natural question arises: Is the dynamics of fronts in optical system affected by an inhomogeneous
spatial profile? In the present work, we study front pinning phenomena due to a Gaussian optical forcing.
The final pattern is a localized state bounded by two pinned fronts.
We develop an analytical model of front dynamics subjected to spatial forcing from the imperfect pitchfork
equation [4]. Under a parabolic forcing approximation, we obtain an analytical expression of the front
core trajectory. The analytical study is verified by numerical simulations of this model with parabolic and
Gaussian forcing. In this latter case, the numerical simulations show a transitory regime where the front
propagation velocity slowly decreases until reach a pinned state.
We carried out experiments in a one-dimensional Perot-Fabry passive Kerr cavity submitted to negative
diffraction with a 4f lens arrangement. The Kerr medium is a nematic liquid crystal thin film. The spatial
forcing comes from the Gaussian profile of the laser beam and cylindrical lenses, which generate one-
dimensional Gaussian beam. Fronts are generated using cavity under negative diffraction feedback.
This last feature is achieved via 4f lens arrangement that allows to obtain negative optical cavity length
and consequently negative diffraction [5].
Under these conditions, experimental fronts are pinned after a nonlinear transitory propagating regime,
showing a good agreement with the theory. The final state is a spatial localized structure. Numerical
simulations of the Kerr cavity dynamics are consistent with the core trajectory analytical expression.

[1] Y. Pomeau. Phys. D 23 3 (1986).
[2] W. Vansaarloos. Phys. Rep. 386 29 (2003).
[3] F. Haudin et al. Phys. Rev. Lett. 103 128003 (2009).
[4] M. Cross and H. Greenside. Cambridge University Press, New York, 2009.
[5] P. Kockaert. J. Opt. Soc. Am. B 26 1994 (2009).

P49 Exact analysis of stochastic bifurcation in ensembles of globally coupled limit
cycle oscillators with multiplicative noise

Keiji Okumura1 and Kazuyuki Aihara2

1FIRST, Tokyo, Japan; kokumura@sat.t.u-tokyo.ac.jp
2Aihara Innovative Mathematical Modelling Project, Tokyo, Japan;

A solvable model for mean-field coupled limit cycle oscillators which are subjected to multiplicative noise
is introduced [1]. The system is composed of two types of the oscillators with different native frequencies
and under the influence of external white noise. We use a nonlinear Fokker-Planck equation approach
which turns out to be noise level-free analysis. This approach enables us to derive the time evolution
equations of the order parameters for the system in the thermodynamic limit without any approximation.
We conduct a bifurcation analysis for the order parameters with changes in multiplicative noise strength.
The structure of stochastic bifurcation involving synchronous-asynchronous phase transition between
the two types of oscillators is discussed.

[1] K. Okumura, A. Ichiki and M. Shiino. Europhys. Lett. 92 50009 (2010).
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P50Causality Information planes: a new tool for dynamical systems

Felipe Olivares1, Osvaldo A. Rosso2 and Angel Plastino3
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We highlight the potentiality of a special Information Theory approach in order to unravel the intrin-
cates of nonlinear dynamics. Information quantifiers as the Shannon entropy, statistical complexity and
Fisher information are functionals that characterizes the probability distribution P associated to the time
series generated by a given dynamical system. The adequate way of picking up such distribution is
achieved by the Bandt and Pompe methodology [1], which is one of the most simple symbolization
techniques available and takes into account time – causality in the concomitant process. In this commu-
nication we introduce two representation spaces called causality entropy-complexity information plane
(H×C), which quantifies global features, as the presence of correlational structures [2] and, the causal-
ity entropy-Fisher information plane (H× F) that measures local features [3]. These two informational
planes become a new tool to characterize a time series generated by a dynamical systems or experi-
mental measurements. We are able to distinguish between deterministic and stochastic dynamics [4];
and characterize phenomena, like different routes to chaos (period doubling, tangent and hopf bifurca-
tions) as well differenciate between periodic, chaotic and quasiperiodic motions by appealing a rather
surprising result: a dynamic feature plane-topography map (H× F).

[1] C. Bandt and B. Pompe. Phys. Rev. Lett. 88 174102 (2002).
[2] O.A. Rosso, H.A. Larrondo, M.T. Martín, A. Plastino and M.A. Fuentes. Phys. Rev. Lett. 99 154102

(2007).
[3] F. Olivares, A. Plastino and O.A. Rosso. Phys. Lett. A 376 1577-1583 (2012).
[4] O.A. Rosso, F. Olivares, L. Zunino, L. De Micco, A.L. Aquino, A. Plastino and H.A. Larrondo. Eur.

Phys. J. B 88 (2013). DOI: 10.1140/epjb/e2013-30764-5.

P51Exchange rate volatility and economic calendar announcements: Some causal
calculations

Hernan Ferrari1and Guillermo Ortega2

1Department of Science and Technology, Bernal, Argentina; hferrari@unq.edu.ar
2National University of Quilmes and CONICET, Bernal, Argentina; gortega@unq.edu.ar

By using news announcements extracted from the international economic calendar and real exchange
rate of the three most important exchange indices, i.e., Euro/Dollar, Euro/Yen and Dollar/Yen, we inves-
tigated causality relations between both variables. Granger causality test, transfer entropy and symbolic
transfer entropy were used in order to uncover to what extent forex indices were driven by news about the
world macro-economy. News time series were constructed by using the release time, country currency
source and the relative economic importance. By using this information from more than 50 countries
world-wide, several time series were constructed with an average of 5000 news per year. Exchange
rates time series were made of 10-minutes returns of spot real exchange rates. Both data sets were
acquired from an online financial data provider. Five years (2008-2012) were analyzed independently
one from the others. Different schemes were implemented in order to quantify news impact factors over
exchange time series. Several aspects were studied and quantified in the present study, namely: Dif-
ferent effects between actual and predicted values and asymmetric ways of reactions to bad and good
news.
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P52 Directed communication-through-coherence during synchronous transients

Agostina Palmigiano1, Theo Geisel2 and Demian Battaglia3
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The mechanisms that mediate fast, flexible and precisely targeted switching between communication
pathways in the brain are not yet fully understood. The communication through coherence hypothesis
[1] states that dynamic coherence between oscillatory neural activity allows pliable pathway selectivity,
allowing manifold functional connectivities to stem from fixed structural ones.
In this work we investigate through spiking network models how small motifs of interacting local popula-
tions can set their collective oscillatory activity into multi-stable phase-locked patterns. Due to sponta-
neous symmetry breaking [2], such dynamic states display out-of-phase locking in which a hierarchy of
phase-leading and lagging areas emerge, despite symmetric rules for structural connections. We show
that the inter-areal information flow is determined by this dynamics.
More specifically, we focus on systems consisting of two identically coupled randomly connected spik-
ing networks of inhibitory and excitatory neurons with delays, heterogeneous parameters and realistic
statistics. Each network can be tuned to obtain gamma band oscillations. The degree of synchronization
smoothly varies across increasing local delayed inhibition.
In these symmetrically coupled networks, in the case of homogeneous input, we observe that out-of-
phase locking is associated to anisotropic information flow with a dominant direction from leader to
laggard areas, as revealed by a transfer entropy analysis of simulated LFPs. Moreover, we show that
the degree of synchrony of the ongoing oscillations regulates the time the system spends in a fixed
laggard-leader configuration. Thus, for nearly asynchronous states, windows of directed communication
appear as short transients, during which the effective information flow shows the same anisotropic prop-
erties as for strong synchrony.
On the other hand, when the input each population receives is heterogeneous, small contributions can
drive the dynamical system to have a preferred phase relation configuration which is not invariant under
population exchange, meaning that the distribution of the phase relations is not symmetric anymore. This
unimodal out of phase configuration translates in a nearly unidirectional communication channel. We ex-
plore how to restore the broken symmetry by introducing input modulations into the laggard community
and study the probability of symmetry restitution as a function of the synchronization of the individual
networks.
We finally explore how stimulus-like pulses can be used to select or switch the dominant directionality of
information flow. We hypothesize that similar dynamic mechanisms might underlie the flexible switching
of selective attention or prioritized selection of alternative computations within the same network.

[1] P. Fries. "A mechanism for cognitive dynamics: neuronal communication through neuronal coher-
ence". Trends in cognitive sciences 9(10) 474-480 (2005).

[2] D. Battaglia et al. "Dynamic effective connectivity of inter-areal brain circuits". PLoS computational
biology 8(3) e1002438 (2012).
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P53Distinct bifurcation mechanisms for binary decision making in biological sys-
tems

Benjamin Pfeuty1 and Kunihiko Kaneko2

1PhLAM University Lille 1, Villeneuve d’Ascq, France; benjamin.pfeuty@univ-lille1.fr
2The University of Tokyo, Tokyo, Japan; kaneko@complex.c.u-tokyo.ac.jp

Cell differentiation that occurs during multicellular development is commonly described as a sequen-
tial decision process in which, typically, precursor cells select between a finite number of predefined
lineage-specific cell types. The binary decision outcome depends on both extracellular signals and vari-
ous sources of noise. However, the manner how the interplay between signal and noise determines the
timing and proportioning of cell-fate decisions presumably depends on the bifurcation mechanism un-
derlying the appearance of two stable cell-fate states. The prevailing model for binary decision involves
a pitchfork-type bifurcation that can arise in biochemical networks involving multiple positive-feedback
loops [1, 2]. An alternative model has been recently proposed, based on bifurcations occurring at differ-
ent phases of a limit cycle [3, 4]. The goal here is to compare decision properties based on these distinct
bifurcation mechanisms by performing dynamic analysis of the related one-dimensional normal forms.
We find that the oscillatory-based mechanism allows tunable cell-fate bias control in a noise-robust
manner.

[1] R. Guantes and J.F. Poyatos. PLoS Comput. Biol. 4 e1000235 (2008).
[2] J. Wang, K. Zhang, L. Xu and E. Wang. PNAS 108 20 (2011).
[3] B. Pfeuty and K. Kaneko. Phys. Biol. 6 046013 (2009).
[4] K. Kaneko and C. Furusawa. Science 338 215 (2012).

P54Consistency through transient chaos

Antonio Javier Pons1, Jordi Tiana-Alsina2, Javier M. Buldú3, Maria Carme Torrent4

and Jordi García-Ojalvo5

1Universitat Politècnica de Catalunya, Terrassa, Spain; a.pons@upc.edu
2Universitat Politècnica de Catalunya, Barcelona, Spain;
3Universidad Rey Juan Carlos/Center of Biomedical Technology, Madrid, Spain;
4Universitat Politècnica de Catalunya, Terrassa, Spain;
5Universitat Politècnica de Catalunya/Universitat Pompeu Fabra, Terrassa/Barcelona, Spain;

We all expect from systems that react to their environment to be reliable, i.e. to respond in the same
way to the same input signal. This requirement of reliability has been investigated, recently, in inanimate
systems. For instance, it has been shown that chaotic optical systems show reproducible dynamics when
subject to repeated sequences of the same input signal. However, an active reaction to the environment
goes beyond this behavior. Inspired by the phenomenology observed in neuronal systems we require,
besides reliability, that the dynamics is consistent. By this term, we refer to the ability of the system
to react reproducibly during its transient evolution after the system has been perturbed in a pulsed
manner by its environment. This property allows for a faster processing of information than passive
systems, which have to reach more or less steady conditions before being ready to process the following
perturbation. This type of processing dynamics also has the advantage of exploring a wider range of
dynamical states during its transient evolution, permitting to process large amounts of information. This
new requirement, involving in our case relaxation through transient chaos, thus allows for the efficient
and reliable processing of information. We study theoretically and experimentally this phenomenon in
very different systems. In particular, we show the behavior experimentally in a semiconductor laser with
feedback. We also show it theoretically using the well-known Lorenz model, and also a more complex
system which is physiologically inspired and describes the mesoscopic response of cortical columns,
which are the information processing units in the brain. In this way, we unveil a possible new dynamical
mechanism that may be mediating information processing in the brain.
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France;

We report a new type of standing gravity waves of large amplitude, having alternatively the shape of a
star and of a polygon. This wave is observed by means of a laboratory experiment by vibrating vertically
a tank. The symmetry of the star (i.e. the number of branches) is independent of the container form and
size, and can be changed according to the amplitude and frequency of the vibration. We show that this
wave geometry results from nonlinear resonant couplings between three waves, although this possibility
has been denied for pure gravity waves up to now.
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Fabio Revuelta1, Eduardo Germán Vergini2, Rosa María Benito3 and Florentino
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The efficient computation of the eigenfunctions of a system is one of the central problems in quantum
mechanics since they completely describe the system’s behaviour. This is particularly important in the
case of heavy particle dynamics, close to the semiclassical limit or in the presence of classical chaos,
where the eigenfunctions oscillate violently.
Most tradicional methods are based on the use of localized states in configuration space (DVR, Gaus-
sian methods) or in the expansion of the Hamiltonian in a harmonic oscillator basis set.
Very recently, we have proposed a radically different approach to compute the eigenfunctions of a clas-
sically chaotic system using scar functions [1]. These scar functions are states strongly localized over
the manifolds of the unstable periodic orbits [2]. This localization plays a central role in quantum chaos,
which studies the correspondence between classical and quantum mechanics in nonintegrable sys-
tems [3, 4, 5, 6, 7]. Scar functions have, likewise, a very low energy dispersion, so they can be used to
calculate the eigenfunctions of excited states in a small energy window.
In this communication, we apply the previous method [1] to calculate the eigenfunctions of the LiNC/LiCN
isomerizing system [8]. This molecular system combines regions of regular and irregular motion at the
same energy. We have successfully computed the 67 low-lying eigenfunctions of the system using a
basis set formed by solely 74 elements. By measuring the participation ratios, we have demonstrated
the excellent performance of our method since all the computed eigenfunctions are calculated as a com-
bination of a small number of the basis elements, i.e. taking into account only the periodic orbits along
which the semiclassical basis is constructed.

[1] F. Revuelta, R.M. Benito, F. Borondo and E. Vergini. In press.
[2] F. Revuelta, E.G. Vergini, R.M. Benito and F. Borondo. Phys. Rev. E 85 026214 (2012).
[3] M.C. Gutzwiller. Chaos in Classical and Quantum Mechanics. Springer-Verlag, New York, 1990.
[4] E.J. Heller. Phys. Rev. Lett. 53 1515 (1984).
[5] E. Bogomolny. Physica D 31 169 (1988).
[6] S. Tomsovic and E.J. Heller. Phys. Rev. Lett. 70 1405 (1993); S. Tomsovic and J.H. Lefebvre. Phys.

Rev. Lett. 79 3629 (1997).
[7] D.A. Wisniacki, E.G. Vergini, R.M. Benito and F. Borondo. Phys. Rev. E 70 035202(R) (2004); Phys.

Rev. Lett. 94 054101 (2005); ibid. 97 094101 (2006).
[8] F. Borondo and R.M. Benito. Nonlinear Dynamics and Fundamental Interactions. NATO Science

Series Vol. 213, p.115. Eds. F. Khanna, D. Mastrasulov (Springer, Dordrecht, 2006).
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3Universidad Politécnica de Madrid, Madrid, Spain; rosamaria.benito@upm.es
4Universidad Autónoma de Madrid, Madrid, Spain; f.borondo@uam.es

Transition state theory (TST) plays a central role in the study of chemical reactivity since it answers
two fundamental questions: the identification of reactive trajectories and the computation of reaction
rates [1, 2, 3]. TST is based on the existence of two different states (reactants and products) separated
by an energetic barrier, the top of which forms a bottleneck for reactivity; the reaction takes place only if
this barrier is crossed. The reaction rate can be computed by simply placing a recrossing-free dividing
surface close to this barrier. Nevertheless, the dividing surface usually has recrossings, so the reaction
rate is usually overestimated.
In the last years, the application of nonlinear dynamics techniques to study TST has provided a
new insight into reactivity, by making a more geometrical description of the phase space. This has
allowed the identification of strictly recrossing-free dividing surface in systems with many degrees of
freedom [4, 5] as well as in harmonic systems that interact with their environment [6].
In this communication, we report on a new method that allows the identification of reactive trajectories
exactly in anharmonic systems that interact with their environments without the need of any compu-
tationally costly numerical simulation [7, 8]. The method is based on the existence of geometrical
structures (invariant manifolds) that act as separatrices of phase space. Further, we have succeeded
in computing exact reaction rates; this has allowed us to calculate analytic corrections to the famous
Kramer’s formula due to the nonlinearities of the system.

[1] D.G. Truhlar, W.L. Hase and J.T. Hynes. J. Phys. Chem. 87 2664 (1983).
[2] D.G. Truhlar, B.C. Garret and S.J. Klippenstein. J. Phys. Chem. 100 12771 (1996).
[3] W.H. Miller. Faraday Discuss. Chem. Soc. 110 1 (1998).
[4] T. Uzer, C. Jaffé, J. Palacián, P. Yanguas and S. Wiggins. Nonlinearity 15 957 (2002).
[5] H. Waalkens, A. Burbanks and S. Wiggins. J. Phys. A 37 L257 (2004).
[6] T. Bartsch, R. Hernandez and T. Uzer. Phys. Rev. Lett. 95 058301 (2005); J. Phys. Chem. 123

204102 (2005).
[7] F. Revuelta, T. Bartsch, R.M. Benito and F. Borondo. J. Chem. Phys. (Communication) 136 091102

(2012).
[8] T. Bartsch, F. Revuelta, R.M. Benito and F. Borondo. J. Chem. Phys. 136 224510 (2012).
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We have introduced a method to infer significant structure in networks based on Expectation Maximiza-
tion [1, 2], with the aim of applying it to networks whose nodes are embedded in a metric space. The
method is used on different benchmark networks produced with a prior probability of connection be-
tween the nodes i and j. This probability is a function of the position coordinates of the nodes. By
combining Expectation Maximization and Metric Multidimensional Scaling [3], we have recovered the
given connection probability functions, the position of the nodes and the dimension of the underlying
metric space from the benchmark networks. The quality of the inference is measured using mutual in-
formation, Hellinger distance and average distance to compare the inferred and the original connection
probabilities. The results are shown for different system sizes, different number of links in the networks
and sampling spatial scales. We have also checked that the method works well with different prior prob-
abilities, including functions depending on the distance between nodes or other, more general, functions
of node positions.

[1] M.E.J. Newman and E.A. Leicht. Proc. Natl. Acad. Sci. U.S.A. 104 9564 (2007).
[2] J.J. Ramasco and M. Mungan. Phys. Rev. E 77 036122 (2008).
[3] T.F. Cox and M.A.A. Cox. Multidimensional Scaling. Chapman & Hall/CRC, Boca Raton, 2002.
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P59 A study of spontaneous activity in modular neural networks made of neurons of
different intrinsic dynamics
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3antonior@ffclrp.usp.br

Experimental evidence suggests that the architecture of the cerebral cortex is modular and hierarchi-
cal and that it can sustain collective activity in the absence of external stimuli [1]. Based on the firing
pattern in response to intracellular current injection, cortical neurons may be classified into five different
electrophysiological or dynamical classes [2]: regular spiking (RS), intrinsically bursting (IB), chattering
(CH), fast spiking (FS) and with low threshold spikes (LTS). Cells from the first three classes are ex-
citatory and from the latter two are inhibitory. In this work we use a hierarchical and modular network
model made of excitatory and inhibitory neurons to study the role of the modularity level together with
the intrinsic dynamics of the excitatory and inhibitory cells on the self-sustained network activity. Our
hierarchical and modular network was constructed using a top-down method [1] starting with a random
network of 1024 cells with connection probability of 0.01. The ratio of excitatory to inhibitory neurons
was 4:1. Neurons were modeled according to the Izhikevich’s formalism [3] with parameters adjusted
to reproduce the firing behaviors of the five cell classes. Our model has two synaptic conductances, ge
and gi, representing excitatory and inhibitory synapses. After a pre-synaptic event, these synaptic con-
ductances are increased by constants ∆ge, ∆gi. Otherwise, they decay according to first-order linear
kinetics with characteristic times τe = 5 ms and τi = 6 ms. We used the the modularization method of
Wang et al. [1] with rewiring probabilities Ri = 1 and Re = 0.9 to generate networks with up to four
modularity levels. For each level we generated six networks given by the possible combinations of the
three excitatory neuron classes with the two inhibitory classes. Each network was stimulated by white
noise applied to all neurons for 200 ms followed by a period of 4800 ms without stimulation. We repeated
this simulation for fifty realizations of each network and for different combinations of parameters ∆ge and
∆gi. For each network configuration we constructed a ∆ge − ∆gi diagram giving the time of the last
network spike. A time threshold of 4500 ms was defined beyond which the network was assumed as
having self-sustained activity. Our results show that the duration of self-sustained activity increases with
the modularity level. They also show that networks with excitatory cells of the RS class exhibit the largest
range of self-sustained regimes and networks with excitatory cells of the CH class exhibit the smallest
range of self-sustained regimes. We conclude that self-sustained activity in a neural network strongly
depends on its modularity level and the intrinsic dynamics of its excitatory and inhibitory neurons.

[1] S.J. Wang, C.C. Hilgetag and C. Zhou. Front. Comput. Neurosci. 5 30 (2011).
[2] D. Contreras. Neural Netw. 17 633-646 (2004).
[3] E.M. Izhikevich. IEEE Trans. Neural Netw. 14 1569-1572 (2003).
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P60Networks of oceanic transport in the mediterranean

Enrico Ser Giacomi

IFISC, Palma de Mallorca, Spain; enrico.segiacomi@ifisc.uib-csic.es

We study transport phenomena in the oceans by using different tools borrowed from nonlinear dynamics
and complex systems such as Complex Networks and Lagrangian Coherent Structures (LCS).
The aim is to search for connectivity patterns of sources and receptor spatial areas of different physical
quantities that are advected by the geophysical flows. Give a sketch of this transport dynamic could rep-
resent a way to understand some general climatological issues related to the sea-atmosphere coupled
system. Furthermore the opportunity of forecast, even if not so precisely, the real movements of water
masses would be really important in other more applied fields such as pollutants dispersion and biology.
We have first applied this methodology to realistic numerical data of surface transport in the Mediter-
ranean Sea, with a spatial resolution for the input of about 0.1 degrees. We simulate then the motion in
this velocity field of more than 1,000,000 ideal fluid particles following their trajectories.
After this first step, in order to give a network-like interpretation, we have discretized the sea domain
and we have constructed a transport matrix that describes the entity of transport between ideal cells in
which the sea is divided.
Finally, by comparing this technique with with the LCS, we can characterize the relationship between
barriers and avenues to transport with the linking properties of the constructed matrix.
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Synchronization is one of the paradigmatic examples of how collective systems self-organize with the
aim of achieving a common objective. Different strategies have been defined to enhance the synchrony
of a network, ranging from age ordering of the nodes, pinning control, network rewiring or directly by
the addition of nodes or links. The existence of a set maximally synchronizable graphs (MSG) was
demonstrated analytically by Nishikawa et al. [1] and was based on the assignment of a link directionality
together with an adequate adjustment of the link weights. This way, it is possible to reduce the eigenratio
λN/λ2 to its lower value, i.e. one, which guarantees the synchronization of the whole network once a
critical value of the coupling strength σc is reached. Recently, the robustness of the MSG has been
experimentally demonstrated with a set of N = 4 coupled optical systems organized in four different
configurations [2]. Nevertheless, it has not been tested in large networks with complex structures.In
this contribution, we test a experimental implementation of the MSG in large networks with complex
topology. Specifically, we construct an electronic version of the Rössler system with chaotic dynamics
and apply the methodology introduced by Pisarchik et al. [3] to create complex networks of N oscillators
using only one single dynamical systems. As we will show, the MSG shows optimal performance when a
certain critical coupling σc is reached. Three ingredients are crucial in order to achieve the synchronized
state with the least effort: node ordering, directionality of the links and a normalization of the weights
of the incoming links. We will also show that, given an initial network structure, there exist different
configurations of their corresponding MSG that have equal performance.

[1] T. Nishikawa and A.E. Motter. Phys. Rev. E 73 065106 (2006).
[2] B. Ravoori, A.B. Cohen, J. Sun, A.E. Motter, T.E. Murphy and R. Roy. Phys. Rev. Lett. 107 034102

(2011).
[3] A.N. Pisarchik, R. Jaimes-Reátegui, R. Sevilla-Escoboza and S. Boccaletti. Phys. Rev. E 79 055202

(2009).
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P62Review of cases of integrability in dynamics of low- and multidimensional rigid
body in a nonconservative field

Maxim V. Shamolin

Lomonosov Moscow State University, Moscow, Russian Federation; shamolin@imec.msu.ru

In this activity the results are systematized both certain published earlier and obtained new on study
of the equations of the motion of dynamically symmetrical four-dimensional (4D−) rigid body which
residing in a certain nonconservative field of the forces. Its type is unoriginal from dynamics of the
real smaller-dimensional rigid bodies of interacting with a resisting medium on the laws of a jet flow,
under which the nonconservative tracing force acts onto the body. Previously, the author showed the
complete integrability of the equations of body planeparallel motion in a resisting medium under the
conditions of streamline flow around when the system of dynamical equations has a first integral that is
a transcendental (having essentially singular points in the sense of the theory of functions of one complex
variable) function of quasi-velocities. At that time, it was assumed that the interaction of the medium with
the body is concentrated on the part of the body surface that has the form of a (one-dimensional) plate.
Later on, the plane problem was generalized to the spatial (three-dimensional) case where the system
of dynamical equations has a complete tuple of transcendental first integrals. It was assumed here that
the whole interaction of the medium and the body is concentrated on a part of the body surface that has
the form of a plane (two-dimensional) disk. In this chapter the results which both were obtained earlier
and now are pertained to the case when all the interaction of a medium with the body is concentrated on
that part of the body surface that has the form of three-dimensional disk, herewith, the force interaction
is concentrated in the direction which is perpendicular to this disk. These results are systematized and
given in invariant form. Herewith, the additional dependence of the moment of the nonconservative force
on the angular velocity is introduced. The given dependence can be wide-spread and on the cases of
the motions in the spaces of higher dimensions.
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P63 Synchronization of quasiperiodic oscillations by pulses action.
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The study of many-frequencies oscillations is a well-established topic and is widely discussed in a mod-
ern physics[1, 2, 3]. Despite such intensive research in this field the occurrence of the transition to
chaos and the role of the dynamics involved in the degrees of freedom remain an open question to be
investigated. Recently a series of new results concerning autonomous quasiperiodic dynamics and syn-
chronization of quasiperiodic regimes were published. In paper [4] where was proposed and investigated
an autonomous Radiophysics generator of quasi-periodic oscillations. The phenomena of doubling of
tori, dynamics of coupled oscillators etc. have been studied for this generator. Recently in the paper [5] a
model of an autonomous three-dimensional generator of quasiperiodic oscillations which is a "hybrid" of
a generator of hard excitation and relaxation oscillator was suggested. The investigation of this system
has revealed the possibility of quasi-periodic regimes [5].
The model which was introduced in [5] may be useful in theoretical, numerical and experimental studies
of many aspects of quasiperiodic dynamics in autonomous systems and related topics. This system al-
lows to consider the problem of synchronization of autonomous quasiperiodic oscillations by the external
signal. Now the problem of synchronization of quasiperiodic oscillations studied to a much lesser extent
than the synchronization of regular and chaotic regimes. Recently a number of new aspects of this prob-
lem are considered [6]. However, these studies are usually considered the resonant modes of synchro-
nization of cycles on the torus. Our review suggests that in context of synchronization of quasiperiodic
motions occur at least three problems: Synchronization of resonant cycle on the torus; Synchronization
of quasiperiodic regime with incommensurate frequencies; Synchronization of the regime corresponding
destructions invariant curve.
The generator of quasiperiodic oscillations is suitable for research all these problems. In the present
paper we consider this system under action of periodic sequences of δ-functions:

ẍ+ (λ+ z + x2 − βx4)ẋ+ ω2
0 = A

∑
δ(t− nT ), ż = µ− x2, (1)

where A - amplitude, T - period of external force. The opportunity of realization of three-frequencies
and two-frequencies torus for model (1) in case when autonomous system demonstrates quasiperiodic
and periodic regimes are shown. The spectrum of Lyapunov exponents for system (1) was calculated.
And in corresponding with it the construction of areas of two-frequencies and tree-frequencies torus on
the parameter plane were revealed.
The work was been supported by RFBR, grant No. 12-02-31465.

[1] L.D. Landau. Communication on Pure and Applied Mathematics 1 303 (1948).
[2] R. Tavalkov and A. Tworkowsky. Phys. Lett. A 100 273 (1984).
[3] T.V. Carra and I.B. Schwartz. Physica D 115 321 (1998).
[4] V. Anishchenko, S. Nikolaev and J. Kurths. CHAOS 18 037123 (2008).
[5] A.P. Kuznetsov, S.P. Kuznetsov and N.V. Stankevich. Communication in Nonlinear Science and

Numerical Simulations 15 1676 (2010).
[6] V.S. Anishchenko, S. Nikolaev and J. Kurths. Phys. Rev. A 76 040101 (2007).
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Construction of general bifurcation diagrams involving time dependent attractors may be computation-
ally non-affordable, especially when the underlying physical system is modeled by partial differential
equations. For dissipative systems, proper orthogonal decomposition (POD) can be used to compute
low dimensional approximations allowing for flexible strategies to construct bifurcation diagrams. Thus,
relying on the property that POD modes depend only weakly on time and possible parameters in the
problem [1, 2], adaptive reduced order models (ROMs) can be developed in order to efficiently approx-
imate bifurcations. In this context, we present a method that combines a time dependent numerical
solver and a Galerkin system that is obtained via Galerkin projection of the governing equations onto
some POD modes. At the lowest bound of the desired bifurcation parameter span, these modes are
computed from some snapshots calculated by a short, generic run of the numerical code. Then, contin-
uation is performed along the bifurcation diagram associated with the constructed Galerkin system, until
the strategy detects that the POD manifold needs to be updated in order to guarantee a good approx-
imation and avoid truncation instabilities. Updating is done by appropriately mixing the old modes with
some other modes resulting from new, numerically computed snapshots, and leads to a new Galerkin
system to be used for larger values of the bifurcation parameter. The proposed adaptive method is ap-
plied to the complex Ginzburg-Landau equation to approximate bifurcation diagrams involving periodic,
quasi-periodic, and chaotic attractors, and turns out to be flexible, robust, and fast.

[1] F. Terragni, E. Valero, J.M. Vega, SIAM J. Sci. Comput. 33 3538-3561 (2011)
[2] F. Terragni, J.M. Vega, Physica D 241 1393-1405 (2012)

P65The role of Pacific decadal oscillation in climate dynamics

Giulio Tirabassi1 and Cristina Masoller2

Universitat Politecnica de Catalunya, Barcelona, Spain
1giulio.tirabassi@upc.edu

In recent years, the study of the Earth climate dynamics with complex networks tools has yielded new
insights into climate phenomena, highlighting the highly complex pattern of interactions among the dif-
ferent elements that constitute our climate. A main challenge in the analysis of climate networks is the
identification of their backbone, i.e., the truly relevant connections. Because climate networks are built
over a regular grid of nodes representing geographical locations, the spatial proximity of the nodes im-
plies that, when only the strongest correlations are considered, one obtains a network that is dominated
by local connections. Here we propose a novel method of analysis that considers a type of data "coarse
graining" employing teleconnection indices. The analysis reveals a clear role of the Pacific Decadal Os-
cillation (PDO) in the climate network connectivity. The PDO is a pattern of climate variability detected
as surface water temperature oscillation in the Pacific Ocean, with a timescale of about 20 to 30 years,
whose influence in the dynamics of our climate is well known, but that has not been previously found in
climate networks.
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P66 Multi-fractal relation in seismicity statistics: Data analysis of earthquakes
around 3.11.2011

Satoru Tsugawa

Waseda University, Tokyo, Japan; s.tsugawa@aoni.waseda.jp

It is essential for understanding the earthquake phenomenon to know the statistical laws of the seismic
motion using the observation data. The seismic motion is characterized by some important statistical
quantities such as frequency, magnitude and interoccurrence time of the seismic motion. The main
theme of the conventional statistical laws is the identification of the distribution of the statistical quantities
independently, but the relation between the quantities is not sufficiently considered. Our group have
focused on the relation between the magnitude and interoccurrence time, and introduced the idea of
the magnitude threshold. Recent study [1] reveals that there exist a universal relation associated with
the magnitude and the interoccurrence time to lead a universal constant which does not depend on the
magnitude. In this study, we investigated the universal relation using the earthquake data in around 3.
11. 2011, and found out the universal constant is drastically changed after the main shock (M:9.0) in
3.11.

[1] Y. Aizawa. "Foundations of Earthquake statistics in View of Non-stationary Chaos Theory". Bussei
Kenkyu 97(3) 309-317 (2011).

P67 CANCELLED. Chimera States with Multiple Coherent Regions

Sangeeta Rani Ujjwal1 and Ramakrishna Ramaswamy2

1School of Physical Sciences, New Delhi, India; sangeeta.ujjwal@gmail.com
2Jawaharlal Nehru University, Hyderabad, India; r.ramaswamy@gmail.com

Chimeras-mixtures of coherent and incoherent structures that coexist in networks of nonlocally coupled
oscillators-are of considerable current interest. We study a ring of nonlocally coupled phase oscillators
with piecewise linear coupling, and examine the effect of changing the interaction on the existence of
chimeras. In this system, chimeras are robust, arising from arbitrary initial condition and by modifying
the coupling, we obtain states with more than one coherent (or incoherent) region. These multi-chimera
states can have all coherent regions in-phase with each other or with alternating coherent regions in
antiphase with each other. The proposed coupling can be used to design robust chimera states with
any desired number of coherent (or incoherent) regions. The two-clustered chimera with in-phase and
anti-phase coherent regions are analyzed in some detail.
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P68Neural dynamics underlying spatio-temporal low-frequency fluctuations in the
resting brain activity
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Spontaneous fluctuations in the fMRI blood-oxygen-level-dependent (BOLD) signal have been inten-
sively investigated over past decade as a measure of "functional connectivity" between cortical regions
of the human brain [1, 2, 3]. However, the question how these highly structured and robust patterns
of the functional connections arise from the underlying neural dynamics and structural connectivity still
remains poorly understood [4, 5]. In a typical fMRI experiment, functional networks are derived from the
regions displaying correlated activity at low-frequencies (∼0.1 Hz) even though the existent anatomical
connections between them are largely unknown. It has been suggested that these correlated fluctuations
reflect synchronized variations in neural activity of particular brain areas, which are dynamically coupled
to one another. Here, we consider empirically derived resting state functional connectivity networks from
fMRI data and build model by embedding neural oscillators into their 3D structures. We choose to model
the local node dynamics by excitable FitzHugh-Nagumo neurons subject to different level of noise. We
then simulate collective dynamics of the neural oscillators for a range of couplings, biophysically realistic
time-delays and network topologies. We use various thresholds applied to empirically derived functional
connectivity to influence network topologies and investigate emergence of functional connectivity in sim-
ulated data. We discuss role of global network behavior in shaping functional connectivity between
distant cortical regions.

[1] B. Biswal, F.Z. Yetkin, V.M. Haughton and J.S. Hyde. Magnetic Res. Med. 34 537-541 (1995).
[2] J.S. Damoiseaux, S.A.R.B. Rombouts, F. Barkof, P. Scheltens, C.J. Stam, S.M. Smith and C.F.

Beckmann. PNAS 103 13848-13853 (2006).
[3] J.L. Vincent et al. Nature 447 83-86 (2007).
[4] G. Deco and V.K. Jirsa, J. Neurosci. 32 3366-3375 (2012).
[5] V. Vuksanovic and P. Hövel. Modelling functional connectivity. A. Pelster and G. Wunner (Eds.).

"Springer Series Understanding Complex systems". In preparation. ArXiv:1032.3651 (2013).
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P69 Stochastic models for climate reconstructions
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A plethora of methods exists to derive climate field reconstructions. While recent discussion has focused
on the inference mechanism [1, 2], the stochastic model is at least as important. In contrast to methods
that use large scale patterns over the full reconstruction domain, some recent methods [3, 4] implement
a localised stochastic description. The local stochastic model used therein was based on simple as-
sumptions, nevertheless it was able to skillfully reconstruct most of the climate variability in the pseudo
proxy experiments.
In this contribution we show how such a model could be derived from available observational data or at
least be validated. Using long transient climate model runs, we assess how the results of a Kramers-
Moyal-Expansion change with data availability under a changing climate. Finally, we estimate the error
introduced into the climate field reconstruction by deliberately using a too simple stochastic model.

[1] J.E. Smerdon et al. J. Clim. 24 1284-1309 (2011).
[2] B. Christiansen and F.C. Ljundqvist. J. Clim. 24 6013-6034 (2011).
[3] M.P. Tingley and P. Huybers. J. Clim. 10 2759-2781 (2010); ibid. 2782-2800.
[4] J.P. Werner, J.E. Smerdon and J. Luterbacher. J. Clim. 26 851–867 (2013).

P70 Analysis of cerebral inflammation MRI data by means of complex networks

Massimiliano Zanin1 and Ana Belén Martín-Recuero2

1Universidade Nova de Lisboa, Lisboa, Portugal; massimiliano.zanin@ctb.upm.es
2Instituto de Investigaciones Biomédicas Alberto Solís, CSIC, Madrid, Spain;
abmartin@iib.uam.es

While complex network theory has widely been used to analyze the structure of different biomedical
data sets, Magnetic Resonance Imaging data are not included in this group; this is mainly due to the
lack of information about the temporal evolution of the system, which prevents the reconstruction of
functional networks. In this contribution, we propose a novel method for the analysis of MRI data,
based on the application of a parenclitic network representation technique. Following this framework,
nodes represent single (or groups of) measurements, and pairs of them are connected according to
the distance from a predefined reference model. This network reconstruction approach is here applied
to the analysis of MR images of mouse brains suffering from cerebral inflammation. By analyzing the
resulting network topologies, it is possible to detect which are the features best discriminating patients
and control subjects, thus shedding light on the mechanisms behind the disease.
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We consider some generalization of the theory of quantum states, which is based on the analysis of long
standing problems and unsatisfactory situation with existing interpretations of quantum mechanics. We
demonstrate that the consideration of quantum states as sheaves can provide, in principle, more deep
understanding of some well-known phenomena. The key ingredients of the proposed construction are
the families of sections of sheaves with values in the proper category of the functional realizations of
infinite-dimensional Hilbert spaces with special (multiscale) filtrations decomposed into the (entangled)
orbits generated by actions/representations of internal hidden symmetries. In such a way, we open a
possibility for the exact description of a lot of phenomena like entanglement and measurement, wave
function collapse, self-interference, instantaneous quantum interaction, Multiverse, hidden variables, etc.
In the companion paper we consider the machinery needed for the generation of a zoo of the complex
quantum patterns during Wigner-Weyl-Moyal evolution together with constructive algebraic control.

P72Periodic dynamics of intrinsically motivated learning

Arkady Zgonnikov1 and Ihor Lubashevsky2

University of Aizu, Aizuwakamatsu, Japan
1arkadiy.zgonnikov@gmail.com
2i-lubash@u-aizu.ac.jp

We investigate the effects of intrinsic motivation on the dynamics of the learning processes. The in-
trinsic motivation here is one’s desire to learn not because it may cause some tangible benefits in the
future, but due to the inherent joy obtained by the very process of learning [1]. We propose a dynam-
ical model of intrinsically motivated learning based on Sato-Crutchfield continuous-time reinforcement
learning framework. In virtually all learning models developed previously in game theory and cognitive
science the learning subject is assumed to act rationally in achieving the ultimate goal — to maximize
the cumulative reward gained during the learning. We challenge this approach by assigning a piece
of non-rationality to the learning agent, who is biased by the desire to select the actions she has little
information about.
We study a simple example of a single agent adapting to unknown environment. The agent behavior
is governed by two stimuli. The traditional objective stimulus is to maximize the total payoff collected
throughout the process. The subjective one is irrational — to engage in active learning as much as pos-
sible, because the very learning process is enjoyable for the agent. We show that the agent biased in
such way does not stick to the optimal strategy of behavior, in contrast to the rational learning agent [2].
Instead, the agent preference continuously varies in an oscillatory way. Through the simple numerical
analysis of the model we demonstrate that the intrinsic motivation leads to the instability of the learning
dynamics.
Our results give evidence to the fact that the intrinsic motivation in particular and the bounded rationality
in general may cause the significant changes in the dynamics of single- and multi-agent learning sys-
tems. Therefore, we argue that the effects of human intrinsic motivation in particular and the bounded
rationality in general may be of exceptional importance in complex sociopsychological systems and de-
serve much attention in the formal models of such systems.

[1] R.M. Ryan and E.L. Deci. Contemp. Educ. Psychol. 25 54 (2000).
[2] Y. Sato, E. Akiyama and J.P. Crutchfield. Physica D 210 21 (2005).
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In the present paper we aim to shed light on some general properties of the human control behavior. We
analyze probably the simplest example of a human-controlled system — an inverted pendulum. Human
stick balancing has been investigated widely from various perspectives; studies based on both real-
world and virtual experiments are available (see, e.g., [1]). However, attention has been mainly paid to
the in-depth understanding of the mechanical and physiological aspects of human control. We propose
a complementary approach and emphasize the existence and importance of some psychological issues
as well.
Consider a hypothetical dynamical system controlled by a human operator whose purpose is to stabilize
the system near an equilibrium point. We hypothesize that in a wide class of such systems the operator
does not react to small deviations from the equilibrium, though these variations are clearly recognized
by her perception. In other words, the operator is comfortable with the deviations of a small amplitude.
The operator perceives the desired end-state in a fuzzy way: she treats equally any point from a cer-
tain neighborhood of the equilibrium one. This is in fact a manifestation of the human fuzzy rationality
phenomenon [2]. The dynamical trap model has been developed previously to capture these effects [3].
Here we provide the experimental evidence of the dynamical trap model: the subjects of the experiment
on virtual stick balancing demonstrate the features of behavior predicted by the model.
In our study the statistical properties of the stick motion controlled by human actions have been discov-
ered to be notably similar for all the participants of the experiments. First, the obtained phase portraits
match the structure of the phase trajectories produced by the dynamical trap model. Second, the stick
angle distribution has bimodal shape, exactly as predicted by the model. Finally, the stick angular veloc-
ity distribution is found to be exponential, not Gaussian as it may be expected. This fact also corresponds
well to the findings of the previous work on the dynamical traps. Even more surprising is the fact that the
found patterns of operator behavior remain the same for both the “slow” stick (when the task is easy and
the operator acts in a relaxed manner) and the “fast” stick (when balancing requires full concentration
and high skill).
The present work provides a strong evidence to the hypothesis that human control behavior in a whole
class of dynamical processes is subjected to the effects of fuzzy rationality. Our findings may have
impact in a wide range of disciplines, such as traffic dynamics, human factors and ergonomics.

[1] J.L. Cabrera and J.G. Milton. Phys. Rev. Lett. 89 158702 (2002).
[2] K.K. Dompere. Fuzzy Rationality. Springer-Verlag, Berlin, 2009.
[3] I. Lubashevsky. Adv. Complex. Syst. 15 8 (2012).
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P74Global stability and local bifurcations in a two-fluid model for tokamak plasma

Delyan Atanasov Zhelyazov1, Daniel Han-Kwan2 and Jens Rademacher3

1Centrum Wiskunde & Informatica, Amsterdam, The Netherlands; delyan@cwi.nl
2École Normale Supérieure, 45, France;
3Centrum Wiskunde & Informatica, rue d’Ulm 75230 Paris Cedex 05, The Netherlands;
Jens.Rademacher@cwi.nl

We study two-fluid description of high and low temperature components of the electron velocity distribu-
tion of an idealized tokamak plasma. We refine previous results concerning local bifurcations and global
stability of the steady-state solutions. We prove global stability outside a parameter set of possible linear
instability. For a large set of parameters, we prove the primary instabilities for varying temperature differ-
ence stem from the lowest spatial harmonics. We show that any simple bifurcation due to these modes
is a supercritical Andronov-Hopf bifurcation, which yields stable periodic solutions in the form of travel-
ling waves. In the degenerate case, where the instability region in the temperature difference is a point,
we prove that bifurcating periodic orbits form an arc of stable periodic solutions. We provide numerical
simulations to illustrate and corroborate our analysis. These also suggest that the stable periodic orbit,
which branches-out the steady-state, undergoes additional bifurcations.

P75Reconstruction of causality from short environmental time series

Heidelinde Röder1, Jutta Niggemann2, Thorsten Dittmar3, Ulrike Feudel4 and Jan
Freund5

1ICBM, Oldenburg, Germany; heidelinde.roeder@uni-oldenburg.de
2University of Oldenburg, Oldenburg, Germany;
3Max Planck Research Group for Marine Geochemistry, Oldenburg, Germany;
4ICBM, Oldenburg, Germany;
5University of Oldenburg, Oldenburg, Germany;

We address the reconstruction of causal relations among marine environmental processes. In particular,
we are dealing with time series containing information about abundance and presence of dissolved or-
ganic matter (DOM) in the North Sea. DOM is composed of organic molecules that are mainly produced
by biological growth and microbial degradation, forming a large carbon reservoir in the global oceans.
So far, little is known about the plethora of organic molecules and the mechanisms driving the gener-
ation and degradation processes. The lack of knowledge of relevant time scales underlying the biotic
and abiotic processes together with the shortness of the time series (∼ 100 sampling points) are critical
issues regarding the statistical inference of causality. Checking causality on several time scales leads
to multiple testing and related corrections hamper the detection of statistically significant relations. For
our analysis we utilize the renormalized partial directed coherence (rPDC), a frequency-domain causal-
ity measure based on the model class of vector autoregressive (VAR) processes [1]. Considering the
stated issues, we empirically asses the statistical significance of rPDC values for short time series using
surrogate data. Furthermore, we evaluate the efficiency (error statistics) of the rPDC by reconstructing
artificial networks of VAR processes of given order, length, dimension and average number of couplings
from sampled multivariate time series.

[1] B. Schelter et al., Journal of Neuroscience Methods 179 121–130 (2009)
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P76 Collective Chaos and Chimera States in pulse-coupled neural networks

Simona Olmi

Institute of Complex Systems- CNR, Sesto Fiorentino (Florence), Italy;
simona.olmi@fi.isc.cnr.it

We study the dynamics of two symmetrically coupled populations of identical leaky integrate-and-fire
neurons characterized by an excitatory coupling. Upon varying the coupling strength, we find symmetry-
breaking transitions that lead to the onset of various chimera states as well as to a new regime, where
the two populations are characterized by a different degree of synchronization. Symmetric collective
states of increasing dynamical complexity are also observed. The computation of the finite-amplitude
Lyapunov exponent allows us to establish the chaoticity of the (collective) dynamics in a finite region of
the phase plane. The further numerical study of the standard Lyapunov spectrum reveals the presence
of several positive exponents, indicating that the microscopic dynamics is high-dimensional.
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PT5: Plenary talk

A new metrics for the economic complexity of countries and products

Luciano Pietronero

ISC-CNR and Università di Roma, Roma, Italy; luciano.pietronero@roma1.infn.it

Measuring intangible nonmonetary values is a crucial element in economics because its comparison
with the monetary performance can reveal new information on the hidden potential of a country which
is the fundamental element for future growth. Here we consider the COMTRADE dataset which provide
the matrix of countries and their exported products. According to the standard economic theory the
specialization of countries towards certain specific products should be optimal. The observed data show
that this is not the case and that diversification is actually more important. Specialization may be the
leading effect in a static situation but the strongly dynamical globalized world market suggests instead
that flexibility and adaptability are essential elements of competitiveness as in biosystems. The crucial
challenge is then how to turn these qualitative observations into quantitative variables. We introduce
a new metrics for the Fitness of countries and the Complexity of products which corresponds to the
fixed point of the iteration of two nonlinear coupled equations. The nonlinearity is crucial because it
represents the fact that the upper bound on the Complexity of a product is given by the less developed
country that can produce it [1]. This and other differences make our metric completely different from
the one of Hidalgo and Haumann who first tried to address this question. We discuss the conceptual
and practical advantages of our approach which represents a concrete tool for a realistic and testable
description of these ideas. The information provided by the new metrics can be used in various ways.
The direct comparison of the Fitness with the country GDP gives an assessment of the non expressed
potential of the country. This can be used as a predictor of GDP or stock index. The global dynamic
shows, however, a large degree of heterogeneity which implies that countries which are in a certain
zone of the parameter space evolve in a predictable way while others show a chaotic behavior. This
heterogeneous dynamic is also outside the usual economic concepts. It is also possible to evaluate risk
and compare it with the standard ratings. Finally this new approach may be interesting for planning of
the industrial development of a country.

[1] A. Tacchella, M. Cristelli, G. Caldarelli, A. Gabrielli and L. Pietronero. Scientific Reports 2 723
(2012).
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Model studies of electron transfer and conduction mediated by solitons in 1D
and 2D crystal lattices

Manuel G. Velarde

Universidad Complutense & Universidad Alfonso X El Sabio, Madrid, Spain;
mgvelarde@pluri.ucm.es

First I shall present a model of soliton-like excitations in lattice chains/circuits/layers with units interacting
with Morse interactions. Then, by adding external excess electrons, using the tight binding approximation
(TBA), I shall show the formation of bound states between such charges and the soliton excitations,
thus defining the "solectron" quasiparticle, in a sense that generalizes the (textbook) "polaron" concept
of Landau, Pekar, Fröhlich,... and the "electro-soliton" of Davydov. I shall also comment on "electron
pairing" and the formation of bi-solectrons (two strongly correlated electrons in momentum space and
in real space with due account of Coulomb repulsion and Pauli’s exclusion principle). Adding Langevin
stochastic sources to the mixed classical-quantum dynamics of the system, I shall illustrate the "long
lasting" robustness and hence "practical" stability of the solectrons to moderate levels of heating (up to
ambient temperature in bio-molecules). The solectron moves in general with supersonic velocity though
its actual velocity depends, e.g., on the strength of electron-lattice/phonon/soliton interaction. Possible
applications of the theoretical predictions include a novel form of electron transfer (ET) in polymers like
poly-di-acetylene (PDA and related) crystals, synthetic DNA and Ga-As or LiNbO3 (SiO) layers.
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MS16: Control of synchronization in delay-coupled networks

Time-delayed couplings arise naturally in many complex networks, for instance in optical, electronic,
or mechanical systems, due to finite signal transmission and processing times, and memory and la-
tency effects. Examples are provided by delayed coupling or delayed feedback in coupled lasers, neural
networks, sensor networks, or electronic circuits. Since time delays can either induce instabilities, mul-
tistability, and complex bifurcations, or suppress instabilities and stabilize unstable states, they can be
used to control various patterns of synchronization like zero-lag synchronization, cluster or group syn-
chronization, amplitude or oscillator death.

Organizers: E. Schöll and A. Zakharova

Generalized synchronization properties of delay-coupled semiconductor lasers

Ingo Fischer1, Valentin Flunkert2, Diana A. Arroyo-Almanza3 and Miguel C. Soriano4

1Instituto de Física Interdisciplinar y Sistemas Complejos, Palma de Mallorca, Spain;
ingo@ifisc.uib-csic.es
2IFISC (UIB-CSIC), Palma de Mallorca, Spain; flunkert@ifisc.uib-csic.es
3Instituto de Física Interdisciplinar y Sistemas Complejos, León, Mexico;
4IFISC (UIB-CSIC), Palma de Mallorca, Spain; miguel@ifisc.uib-csic.es

Synchronization of coupled laser systems has found considerable interest over recent years. Lasers
have proven to be excellent testbed systems to study general synchronization phenomena. Moreover,
synchronisation of coupled lasers has been demonstrated to be attractive for applications, ranging from
encrypted communication to key distribution. A particularity of coupled semiconductor lasers is, that the
coupling delays among the lasers cannot be neglected. This results in characteristic dynamical instabili-
ties and particular synchronization properties. Not least, because of these laser systems, delay-coupled
networks have become a very active research field [1]. In recent years, significant inside has been
gained into the influence of the coupling topology and the particular properties of the dynamical nodes.
However, most of the investigations have concentrated on the particular case of identical synchronisa-
tion and global stability considerations. In this contribution, we concentrate on the question, what the
consequences of intermittent loss of synchronisation are and how such systems can still be utilised.
Moreover, we illuminate the properties of generalised synchronisation. We discuss how one can gain
insight into the nature of this state. We present a method, by which the attractor of delay-coupled lasers
in the generalized synchronized state can be approximated by segments of trajectories of the delayed
feedback system and vice versa. The implications for the dimensionality of the corresponding attractors
will be discussed. In addition, we demonstrate that the limitations of synchronization due to strong or
weak chaos also leave their fingerprints in experiments on generalized synchronization in semiconductor
lasers.

[1] M.C. Soriano, J. Garcia-Ojalvo, C.R. Mirasso and I. Fischer. To appear in Rev Mod. Phys. 85 (2013).
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Symmetry-breaking oscillation death in nonlinear oscillators with time-delayed
coupling

Anna Zakharova

Technische Universität Berlin, Berlin, Germany; Anna.Zakharova@tu-berlin.de

The collective behavior in coupled nonlinear systems and networks of oscillators is of great current in-
terest. Besides various synchronization patterns, special attention has recently been paid to oscillation
suppression. There are two types of oscillation quenching known in the literature: amplitude and os-
cillation death. Although the distinction between amplitude death and oscillation death is not always
obvious, the underlying mechanisms are crucially different. Amplitude death appears as a result of the
stabilization of an already existing steady state that is unstable in the absence of coupling. On the
contrary, oscillation death occurs due to a newly created stationary state which is a result of symmetry
breaking of the homogeneous steady state. Therefore, amplitude death is represented by a symmetric
homogeneous steady state, whereas oscillation death is characterized by an inhomogeneous steady
state. It has also been shown that amplitude death can occur in time-delayed systems. In contrast
to this, the relation between symmetry breaking of the system in presence of time-delay, and thus the
formation of inhomogeneous steady state, i.e. oscillation death, under these conditions has not been
tackled. Moreover, it is known that time-delayed couplings arise naturally in many types of networks,
for instance in coupled lasers, neural networks, electronic circuits, or genetic oscillators, due to finite
signal transmission and processing times, and memory and latency effects. Additionally, time-delayed
coupling and feedback represent an important aspect of control in various technical and natural systems.
Thus, we propose and characterize here the conditions under which oscillation death can be observed in
time-delayed systems. Using a paradigmatic model of coupled Stuart-Landau oscillators, we define the
coupling structures for which symmetry breaking of the homogeneous steady state occurs, and study
in detail how oscillation death can be controlled by introducing time-delay in the system. We also dis-
cuss the importance of time-delayed amplitude death and oscillation death from application viewpoint in
physics and biology. Oscillation death is especially relevant for biological systems, since it provides a
mechanism of cellular differentiation.

Patterns of synchrony and death in networks with time delays

Fatihcan M. Atay

Max Planck Institute for Mathematics in the Sciences, Leipzig, Germany; fatay@mis.mpg.de

I will present some recent results on how time delays shape synchronization patterns in networks of
coupled oscillators. Understanding the effects of delays suggests the possibility of exploiting them to
control network behavior. I will indicate the possibilities and limits of obtaining complete synchronization,
or patterns of phase-locked solutions, as well as attaining a desired oscillation frequency. A range of
dynamical behavior involving phase relations and frequencies can be rigorously derived in models of
phase oscillators, with implications extending to weakly coupled limit-cycle oscillators. For stronger
coupling, the delays can also affect the amplitude of the solutions. An extreme case is the so-called
amplitude death, where all oscillations die to zero as whole network moves to a constant equilibrium
solution. More interestingly, it turns out that stability and synchrony can co-exist in the network, giving
rise to a new type of behavior we call partial amplitude death. In this state, a group of oscillators
are quenched whereas the remainder of the network exhibits (in-phase and anti-phase) synchronous
oscillations.
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Control of synchronization patterns in neural-like Boolean networks

David P. Rosin1, Damien Rontani2, Daniel J. Gauthier3 and Eckehard Schöll4

1Duke University, Durham, USA; dpr12@phy.duke.edu
2TU Berlin, Durham, USA;
3Duke University, Durham, USA;
4Duke University, Berlin, Germany;

Synchronization patterns have been observed in neural time-delayed networks of directed ring topolo-
gies. We study these networks experimentally using artificial neural networks built with autonomous
Boolean logic gates and heterogeneous link time delays [1]. We observe a phase transition in the net-
work synchronization dynamics depending on the scaling of the refractory period compared to the link
time delays and the delay heterogeneities. In the first case, the cluster synchronization patters can be
altered when the refractory period and link time delays are comparable. In the second case, when the
refractory period is smaller than the average heterogeneity, the network can not sustain synchroniza-
tion patterns. This mechanism allows us to control neural network dynamics by adjusting the refractory
period of only a small number of neurons with the largest in-degree, which play a key role in the organi-
zation of the global dynamical properties of the network. Our work may have important implications for
synchronization phenomena in biological neural networks because it is known that the refractory period
can be affected by hormone blood concentrations in the brain.

[1] D. Rosin, D.J. Gauthier and E. Schöll. "Control of synchronization patterns in neural-like Boolean
networks". To be published in Phys. Rev. Lett. (2013)
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In recent years considerable progress has been made in understanding the properties of nonlinear local-
ized structures of light (often called optical solitons) in dissipative systems. Due to their unique diffraction
properties, such dissipative media, has very promising applications in modern technology. The two mini-
symposiums we propose involve theoretical and experimental talks by leading groups working in nonlin-
ear optics and laser physics. The purpose of the two mini-symposiums to bring together contributions of
researchers working on mathematical, physical, and technological aspects of localized structures, and
thereby to present an overview of the state of art in the formation and the characterization of localized
structures. The following topics related to the formation of localized structures in dissipative systems will
be covered: PART II: Cavity solitons in VCSELs with saturable absorber Light Propagation and Localiza-
tion in periodic media Cavity Solitons in VCSELs with frequency selective feedback Localized structures
in discrete nonlinear systems

Organizers: M. Tlidi, K. Staliunas and K. Panajotov

Spontaneous spatial structures in cold atoms due to opto-mechanical coupling

Enrico Tesio1, Gordon Robb2, Gian-Luca Oppo3, William Firth4, Thorsten Ackemann5,
Pedro Gomes6 and Aidan Arnold7

University of Strathclyde, Glasgow, UK
1enrico.tesio@strath.ac.uk
2g.r.m.robb@strath.ac.uk
3g.l.oppo@strath.ac.uk
4w.j.firth@strath.ac.uk
5thorsten.ackemann@strath.ac.uk
6pedro.gomes@strath.ac.uk
7aidan.arnold@strath.ac.uk

Spontaneous symmetry breaking is responsible for pattern formation and self-organization in many ar-
eas of nature and science. Ensembles of cold atoms coupled to a light field constitute an interesting
and highly controllable system to study self-organization. We demonstrate both theoretically and ex-
perimentally the spontaneous formation of transverse hexagonal patterns in a sample of cold Rb atoms
excited by a single laser beam with mirror feedback. These patterns manifest in both atomic density
and light intensity, and are of adjustable length scale. The optomechanical effect arises from the dipole
force on the atoms which exists in a non-uniform light field. Intensity perturbations lead to atomic density
perturbations, and hence, with appropriate feedback, to instability and self-organisation into hexagonal
patterns and other structures. We analyze the competition between electronic nonlinearities and op-
tomechanical effects in cold atoms, and show that the latter become dominant as the temperature is
lowered. Indeed the instability is already present in a very simple model without electronic nonlinearity,
and where the atoms are modeled as otherwise-free particles subject only to optical forces, i.e. without
viscous damping. The simplicity of this optomechanical mechanism for spontaneous symmetry breaking
suggests that it can be found, and exploited, in many other atomic and optical configurations and we will
discuss examples, such as a ring cavity [1], and prospects, such as optomechanical soliton formation.

[1] E. Tesio, G.R.M. Robb, T. Ackemann, W.J. Firth and G.-L. Oppo. Phys. Rev. A 86 031801(R) (2012).
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Strong non-local coupling stabilizes localized structures

Daniel Escaff1, Cristian Fernandez-Oto2, Marcel G Clerc3 and Mustapha Tlidi4

1Universidad de los Andes, Santiago, Chile; escaffnetmail@yahoo.com
2Universite Libre de Bruxelles, Bruxelles, Belgium; cristianfernandezoto@gmail.com
3Universidad de Chile, Santiago, Chile; marcelclerc@gmail.com
4Universite Libre de Bruxelles, Bruxelles, Belgium; mtlidi@ubl.ac.be

We investigate the effect of strong non-local coupling in bistable spatially extended systems by using
a Lorentzian like kernel. This effect through front interaction drastically alters the space-time dynamics
of bistable systems by stabilizing localized structures in one and two dimensions, and by affecting the
kinetics law governing their behavior. We derive an analytical formula for the front interaction law in one
dimension and show that the kinetics governing the formation of localized structures obeys to a power
law. To illustrate this mechanism we consider two models, a prototypical bistable system governing by
a Nagumo-type equation (often used in population dynamics), and nonlinear optics model describing a
ring cavity red filled with a left-handed material. Numerical solutions of the governing equations are in
close agreement with analytical predictions.

Towards temporal cavity solitons in semiconductor ring lasers

Stephane Barland

Institut Non Lineaire de Nice, Valbonne, France; stephane.barland@inln.cnrs.fr

The control of transverse localized structures in semiconductor microcavities has reached an impressive
maturity during the last years, progressively shifting from proof of concept to advanced control and
realization in monolithic devices. In this context one can separate systems in two broad categories
depending on the presence or absence of phase symmetry; in the latter case, localized structures can
be phase locked to an external forcing. While this exact situation has been extensively explored in the
transverse domain, most of the observations of dissipative structures localized along the propagation
dimension have been realized in systems with phase symmetry, ie in laser systems in a mode-locking
regime [1]. Indeed, the observation of phase locked localized structures in time domain has been only
very recently reported, based on an experiment in a fiber ring cavity with external forcing [2]. In this
contribution, we will describe our approach aimed at bridging laser mode-locking and phase locked
localized structures. We will present experimental and numerical observations realized on an externally
forced ring semiconductor laser.

[1] P. Grelu and N. Akhmediev. "Dissipative solitons for mode-locked lasers". Nature Photonics 6(2)
84-92 (2012).

[2] F. Leo, S. Coen, P. Kockaert, S.P. Gorza, P. Emplit and M. Haelterman. "Temporal cavity solitons in
one-dimensional Kerr media as bits in an all-optical buffer". Nature Photonics 4(7) 471-476 (2010).
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Slowly evolving vector solitons in mode locked fibre lasers

Sergey V. Sergeyev1, Sergei K. Turitsyn2 and Chengbo Mou3

Aston University, Birmingham, UK
1s.sergeyev@aston.ac.uk
2s.k.turitsyn@aston.ac.uk
3c.mou1@aston.ac.uk

Polarization dynamics in lasers (including gas, solid state, semiconductor, dye and fiber lasers) have
been intensively studied for more than two decades in the context of various applications in fibre optic
communication, fibre optic sensors, material processing (cutting, welding etc.) and nanophotonics (ma-
nipulation of asymmetric particles). In such systems two laser modes with the same longitudinal and
transverse spatial patterns and different polarization states, frequencies, and amplitudes interact through
the gain sharing, phase- and amplitude selective nonlinear processes (Kerr nonlinearity) and in-cavity
components (polarizers, polarization controllers etc.). As a result of the interaction, different polarization
patterns have been found including polarization chaos. In fibre lasers, due to long cavity length and wide
gain bandwidth, typically, a large number of modes are generated. This leads to stochastic polarization
dynamics as a result of spontaneous mode-locking. However, implementation of passive or active mode-
locking techniques results in suppression of stochastic dynamics and so regular dynamics in the form of
dissipative solitons were observed. Dynamics and stability of solitons on a longer time scale (at the level
of thousands of cavity round trips) is well governed by the theory of dynamical systems leading to differ-
ent “attractors” (fixed point, periodic, quasi-periodic, chaotic). The vectorial nature of the DSs has been
observed in Fast Polarization Rotating or Locked Vector Solitons (PRVS and PLVS). In PLVS pulses are
locked to a fixed elliptically polarized state while PRVSs have demonstrated different types of anti-phase
dynamics for cross polarized SOPs with a period of a few round trips. Note that information about the
phase difference between orthogonal SOP was missed and so observed polarization dynamics of VS’s
can’t be related to any polarization attractor. Unlike this, we report herein to the best of our knowledge a
first complete experimental and theoretical characterization of new families of vector solitons in a carbon
nanotube mode-locked fibre laser with anomalous dispersion laser cavity. We have found a new type of
vector solitons with locked and precessing SOPs for fundamental, multipulse and bound states solitons
operations on a time scale of thousands round-trips. The observed polarization attractors might be a
key to the future enabling technologies of secure communications, trapping and manipulation of atoms
and nanoparticles and vectorial control of magnetization.
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MS18: Longwave and multiscale pattern formation

The phenomenon of pattern formation has been extensively studied during several decades. The ma-
jor success has been achieved in the exploration of patterns created by short-wave instabilities, which
are characterized by a well-defined critical wavelength near the threshold of their onset and governed
by some versions of a generic (Ginzburg–Landau) amplitude equation. However, there exists a vari-
ety of problems where the patterns have significantly different length scales, and their description is
much more diverse. Specifically, the Ginzburg–Landau equation is not efficient in the case of longwave
instabilities typical for thin layers. A list of challenging problems in this field is wide: a nonlinear interac-
tion of shortwave and longwave patterns; the description of the nonlinear dynamics of patterns created
by a longwave oscillatory instability; patterns emerging under a temporal modulation of the governing
parameters, to name but a few.
The present minisymposium will expose some recent achievements in solving the latter kind of problems.
Modulated surface waves produced by horizontal vibrations are described in the lecture by Jose Manuel
Vega. Patterns generated by longwave oscillatory instabilities are considered in the lecture by Sergey
Shklyaev et al. The lectures by Pierre Colinet and Uwe Thiele are devoted to different aspects of a
long-wave pattern formation caused by evaporation.

Organizers: A. Nepomnyashchy and S. Shklyaev
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Instabilities of perfect periodic large-scale wavy patterns

Sergey Shklyaev1, Alexander A. Nepomnyashchy2 and Alexander Oron3

1Institute of Continuous Media Mechanics, Perm, Russia; shklyaev@yandex.ru
2Technion – Israel Institute of Technology, Haifa, Israel; nepom@math.technion.ac.il
3Technion – Israel Institute of Technology, Haifa, Israel; meroron@techunix.technion.ac.il

Instability of perfect periodic patterns is a challenging problem in pattern formation with a variety of appli-
cations in diverse fields. This problem is especially interesting for two-dimensional wavy patterns, where
intriguing structures consisting of standing or traveling waves with definite phase shifts can emerge.
Near the instability threshold, the analysis can be performed based on a set of appropriate Ginzburg-
Landau equations.
In general, even such reduced analysis needs massive computations, but it can be significantly simpli-
fied in the case of a longwave instability. However, while making computations easier, the application of
the longwave approximation results in some mathematical complications; in particular, the nonlinear dy-
namics is governed by a set of non-local equations. Although near the stability threshold these non-local
equations can be transformed to conventional Landau equations describing perfect periodic solutions,
perturbation analysis and pattern selection are both more involved than in the case of a shortwave in-
stability.
One has to distinguish between three types of disturbances of periodic patterns that have to be treated
differently. Instabilities with respect to internal perturbations, with the wavevectors belonging to the same
Fourier lattice as the base state, can be tracked using the results of [1, 2]. External perturbations with
the wavevectors significantly different from those of the base state, can be divided into two classes,
simple and resonant ones. The disturbances of the former class are formed by a single traveling wave
or a pair of counter-propagating waves. The disturbances of the latter class comprise a larger number
of waves interacting with the base state; this type is closely related to the instability on a superlattice.
Finally, a large-scale modulation of the pattern with wavevectors close to those of the base state but
different from them, cannot be reduced to any particular case of external perturbations, and it should be
studied separately in a different way.
We consider all these types of perturbations for a general problem with the following features character-
istic for longwave oscillatory instabilities in systems with a conservation law: (i) the dispersion relation is
quadratic; (ii) only gradients of amplitude functions, rather than functions themselves, contribute to the
nonlinear dynamics. The obtained general stability criteria are applied to the particular physical problem
of Marangoni convection in a binary liquid with the Soret effect [3].
Our numerical investigation shows that Alternating Rolls computed on a square lattice are stable with
respect to both internal and external perturbations, and can be either stable or unstable with respect
to modulations depending on the problem parameters. No oscillatory hexagonal patterns stable with
respect to modulations have been found.
The work is partially supported by RFBR (grant 13-01-00273).

[1] M. Silber and E. Knobloch. Nonlinearity 4 1063 (1991).
[2] M. Roberts, J.W. Swift and D.H. Wagner. Contemp. Math. 56 283 (1986).
[3] A. Oron and A.A. Nepomnyashchy. Phys. Rev. E 69 016313 (2004).

176 XXXIII Dynamics Days Europe 2013

mailto:shklyaev@yandex.ru
mailto:nepom@math.technion.ac.il
mailto:meroron@techunix.technion.ac.il


MS18: Longwave and multiscale pattern formation Wednesday, June 5

Pattern formation in horizontally vibrated rectangular containers

Jose M. Perez-Gracia1, Jeff Porter2, Fernando Varas3and Jose M. Vega4

Universidad Politecnica de Madrid, Madrid, Spain
1

4josemanuel.vega@upm.es

The behaviour of vibrated fluids is of great interest in a variety of fields and can be very complex. Vertical
vibrations are the most studied case because the basic (unexcited) state is quiescent in a co-moving
reference frame. Horizontal vibrations are generally less straightforward to treat and have received less
attention, especially in the limit in which the vibrating frequency is large compared to that of the fist
capillarity-gravity sloshing mode. In this case, harmonic surface waves are always excited and, beyond
a critical acceleration, subharmonic cross-waves are also triggered by a (harmonic) oscillatory bulk flow,
which is slowly varying in space and extends over a distance comparable to the container depth. The
exciting mechanism is analogous to that responsible for Faraday waves in vertically vibrated containers;
the main difference is that the oscillatory pressure field is not uniform but dependent on distance from
the end-walls. The resulting cross-waves are not perpendicular to the vibrating end-walls, as standard
cross-waves produced by partially immersed wave makers typically are. A linear theory will be presented
to calculate the threshold amplitude that compares well with experiments. As a byproduct, we obtain a
general linear amplitude equation that governs pattern selection in containers of arbitrary cross-section.

Long-wave description of the dynamics of evaporative pattern deposition

Uwe Thiele

Department of Mathematical Sciences, Lougborough, UK; u.thiele@boro.ac.uk

After reviewing a number of experiments on evaporating and dewetting thin layers of suspensions
and solutions we first briefly discuss microscale discrete (KMC) and continuous (DDFT) approaches
to describe the occuring evaporative dewetting fronts and their instabilities [1]. Second we present a
mesoscale hydrodynamic (thin film) model that allows us to discuss the self-pinning depinning cycles of
a contact line related to the emergence of periodic deposit structures in evaporative dewetting [2]. We
discuss the local and global bifurcations that trigger the deposition of regular structures and further anal-
yse them employing a simplified Cahn-Hilliard-type model for related phenomena in Langmuir Blodgett
transfer [3].
Finally, the limits of the presented approaches are laid out and a ’thermodynamic’ re-formulation of the
mesoscopic hydrodynamic model is proposed as a gradient dynamics based on an underlying free en-
ergy. It allows for a systematic incorporation of several additional physical effects as, e.g., solute-solvent
decomposition and solute-dependent wettability resulting in an entire class of consistent long-wave mod-
els [4].

[1] I. Vancea et al. Phys. Rev. E 78 041601 (2008); A. Archer, M. Robbins and U. Thiele. Phys. Rev.
E 81 021602 (2010); M. Robbins, A. Archer and U. Thiele. J. Phys.: Condens. Matter 23 415102
(2011).

[2] L. Frastia, A. Archer and U. Thiele. Phys. Rev. Lett. 106 077801 (2011); Soft Matter 8 11363-11386
(2012).

[3] M.H. Köpf, S.V. Gurevich, R. Friedrich and U. Thiele. New J. Phys. 14 023016 (2012).
[4] U. Thiele. Eur. Phys. J. Special Topics 197 213-220 (2011); U. Thiele, A. J. Archer and M. Plapp.

Phys. Fluids 24 102107 (2012).
Complete titles/links can be found under www.uwethiele.de/publ.html
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Pattern formation in drying thin liquid films

Pierre Colinet1, Fabien Chauvet2 and Sam Dehaeck3

1Université Libre de Bruxelles, Bruxelles, Belgium; pcolinet@ulb.ac.be
2Université Paul Sabatier, Toulouse, France; chauvet@chimie.ups-tlse.fr
3Université Libre de Bruxelles, Bruxelles, Belgique; sam.dehaeck@gmail.com

The spontaneous Bénard-Marangoni (BM) patterns induced by evaporation of a pure liquid layer are
studied experimentally and theoretically. A thin volatile liquid layer placed in a cylindrical container is
left free to evaporate into air at rest under ambient conditions. The time evolution of the temperature
field in the layer, representative of the pattern organization resulting from the BM instability, is visualized
using either an infrared (IR) camera, or a Schlieren optical set-up. Due to evaporation, the liquid layer
thickness monotonically decreases, at a rate which can be tuned by controlling the global evaporation
rate. This continuous quench of the system forces a rapid growth of the number of convection cells,
hence leading to an increase of the average pattern wavenumber with time. Surprisingly, both the di-
mensionless wavenumber and the concentration of defects (mostly chains of pentagons-heptagons) at a
given supercriticality do not depend on the speed of change in the pattern. Even though this might seem
natural for sufficiently small quenching speed (quasi-static, or adiabatic regime), it is not really clear why
this is still the case at the moderate speeds studied here. Moreover, it is shown that the wavenumber
adjustment can proceed in two ways: splitting (or nucleation) of new cells, and drift of coherent “islands"
of cells from the periphery, resulting in a compression of the pattern. While drift/compression seems
to dominate at low quenching speeds, splitting/nucleation is the main mechanism at faster evaporation
rates. In addition, inspection of the cells topological arrangements shows that nucleation (and collapse
of cells, though it plays a minor role in the pattern genesis) appears more likely at the defects posi-
tions (more precisely, the cells splitting most often are heptagons) than in areas consisting of islands of
quasi-perfect hexagonal cells. Yet, the proportion of these defects (e.g. number of pentagons and of
heptagons divided by the total number of cells) seems independent of the mechanism, splitting or drift,
allowing the wavenumber adjustment. On the theoretical point of view, it is first shown that a simple
model allows to predict the critical film thickness below which convection patterns disappear (i.e. the BM
instability threshold). In addition, ramped long-wave models of convection are numerically investigated
in order to gain deeper insight into the dynamics of wavenumber adjustment. Although studied here for
Bénard convection, it is believed that these mechanisms of cellular pattern genesis should be generic
for many physical systems where the preferred wavenumber is continuously varied by some external
constraint.
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MS19: Interacting populations on social and ecological networks

Our society use a hundred of new ways to interact with the others: tweeter, facebook, . . . But the rules
of interaction in our society are the same as the species in Nature. This workshop aims to bring together
scientists of both ecology and social science so that both may better understand the challenges faced
by each other and how best they may collaborate.

Organizers: R. M. Benito and J. C. Losada

Modeling bipartite networks with nestedness

Javier Galeano

Universidad Politécnica de Madrid, Madrid, Spain; javier.galeano@upm.es

Classic papers [1, 2] declare that the plant-animal interactions have played a very important role in the
generation of Earth’s biodiversity. The importance of mutualism, the beneficial interaction between two
species, for biodiversity maintenance can be supported by the fat more than 90% of tropical plant species
depend on animals for the dispersal of their seeds. These interactions are best represented by weighted
mutualistic bipartite networks [1]. Those networks have been repeatedly reported to show particular
properties as truncated power law distribution of the degree or a nested structure. While several metrics
for measuring nestedness in weighted mutualistic networks have been proposed in the past few years
[3], most dynamic models in the literature aim to reproduce just the binary nested structure ignoring the
development of the weighted pattern [4, 5]. We introduce a simple dynamic model based on a modified
preferential attachment rule for bipartite networks. Our model simulates the growth of a mutualistic
network generating weighted interaction matrices that we compare with empirical data from several real
biological networks [6]. The resulting network shows a power-law degree distribution in both cases:
plants and animals. Furthermore, the model reproduces accurately the nestedness behavior. In a
different study concerning bipartite networks, we have proposed a new model modifying the classical
logistic equation with additional terms to take into account interspecies interactions. We have developed
a model of mutualism based on the aggregation of benefit for each species in its equivalent growth rate:
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where the superscripts stand for each of both class of species. With these equations, we have built a
binomial stochastic simulator for the study of system dynamics. It allows the introduction of external
perturbations such as step increases in mortality by plagues, removal of links between species due to
evolution, or overlapping of a predator foodweb.

[1] J. Bascompte and P. Jordano. Annu. Rev. Ecol. Evol. Syst. 38 567 (2007).
[2] P. Ehrlich and P. Raven. Evolution 18 586 (1964).
[3] M. Almeida-Neto and W. Ulrich. Environmental Modelling and Software 26 173 (2011).
[4] D. Medan et al. J. Theor. Biol. 246 510 (2007).
[5] S.E. Maeng, J.W. Lee, D.-S. Lee. Phys. Rev. Lett. 108 108701 (2012).
[6] N. Blüthgen, N.E. Stork and K. Fiedler. Oikos 106 344 (2004).
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Monitoring Twitter. Tools for social graph visualization and automatic text clas-
sification

Juan Pablo Cárdenas1 and Rodrigo Alfaro2

1AnaliTIC S.A., Viña del Mar, Chile; juanpablo@analitic.cl
2Instituto de Sistemas Complejos de Valparaíso, Valparaíso, Chile; rodrigo@analitic.cl

Market and society are strongly manifested in the Internet, specially in social networks. Twitter allows to
their more than 200 millions users to post/read messages, known as tweets. Users can also reply and
re-post these tweets from different types of devices such as computers, tablets or smartphones, trans-
forming Twitter in one of the most important social networks where news and opinions spreads quickly
around the world. In this presentation we show two different tools for real-time Twitter analysis.
The first, called User Network, corresponds to an interactive and real time graph of user “talking”
about a topic. This network is characterized by a metric for influence, called Social Network Influence
(SNIscore), for users belonging to the graph. The SNIscore for the user u considers: (i) the number
s of users connected directly to them, (ii) the size g of the set of users belonging to the graph to which
u belongs, (iii) the strategic-topological position ρ of u in the graph, (iv) the number f of Followers and
Friends of u in Twitter and (v) the influence probability, corresponding to the actions (tweets) performed
by users of g that are a consequence of the actions performed by u. This measure is based on an
influenceability probability model proposed by [1]. The joint probability of u influencing each neighbour
v ∈ g can be defined as follows,

pu(g) = 1−
∏
v∈g

(1− pu,v) (1)

where pu,v is the influence probability of u on v. Having said that, the SNIscore for the user u is defined
as,

SNIu = τ(ρ× g) + π(f) + α(pu(g) × s) (2)

where τ , π and α are free parameters of the model that control three dimensions in SIN score: Topolog-
ical, Twitter profile and Activity.
The other tool, are two network-based algorithms designed for natural language processing. Using
word networks (i.e., graphs build out of words co-occurrences in tweets) one of the algorithms infers the
principal idea behind a set of tweets constructing the most probables word chains extracted from those
networks according to the frequency of words and relations in the set. The other algorithm classify au-
tomatically tweets in different sentiment categories (positive, negative and neutral) mapping unclassified
tweets on training word networks (i.e., co-occurrence word networks constructed using set of tweets pre-
viously classified in a sentiment category by a human). Thus, the lower cost obtained for reconstructing
an unclassified tweet in a trained network determines its category according to the following equation,

C ∼ l̂

P
(3)

where C is the cost for reconstruction, l̂ the mean geodesic distance between two words of the unclassi-
fied tweet in the trained network and P the number of words pairs of the unclassified tweet in the trained
network.
The results obtained display a higher precision (F-masure) in comparison to traditional algorithms used
in text classification such as Naive Bayes or Support Vector Machines (SVMs).

[1] A. Goyal, F. Bonchi and L.V. Lakshmanan. "Learning influence probabilities in social networks".
Proceedings of the third ACM international conference on Web search and data mining WSDM’10
241–250, New York, USA (2010).
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Efficiency of human activity on information spreading on Twitter

Alfredo J Morales1, Javier Borondo2, Juan Carlos Losada3 and Rosa María Benito4

Universidad Politécnica de Madrid, Madrid, Spain
1alfredo.moralesg@alumnos.upm.es
2fj.borondo@upm.es
3juancarlos.losada@upm.es
4rosamaria.benito@upm.es

Nowadays, the online social networks have become the ideal source of user generated data to char-
acterize and model, human behavioral patterns [1]. On daily basis, several commercial, political and
social organizations are increasingly exploiting these communication tools to disseminate updates on
their respective fields. The deeply understanding of such spreading processes is crucial to design better
strategies and get optimal outcomes from the network potential.
In this work, we propose a method to characterize and model the user efficiency to influence the emer-
gence and growth of information cascades. The model we propose is based on a biased Independent
Cascade Model [2] on networks. We use this model to study the impact of different factors on the
spreading process, such as the individual behavior and the underlying substratum, as well as capturing
and reproducing the main properties of the user efficiency to influence.
We capture these properties, by means of a quantitative analysis of the structural and dynamical pat-
terns emergent from human interactions, during a Venezuelan political protest on Twitter, as a case of
study. For this matter we have analyzed over 400,000 messages, downloaded from the Twitter severs,
using the search API.
Our findings suggest that the user efficiency to transfer information is strongly conditioned to the under-
lying topology, where messages are propagated. In the sense, the highly connected nodes efficiently
cause remarkable collective reactions, than the large majority of users, whose efforts are much higher
than the results gained.
We conclude that although individuals may present psychological complexities and differences, the re-
sulting patterns are a reflection of the dynamical rules behind the spreading process constrained to the
available mechanisms.

[1] A.J. Morales, J.C. Losada and R.M. Benito. "Users structure and behavior on an online social
network during a political protest". Physica A 391 5244–5253 (2012).

[2] J. Goldenberg, B. Libaiand and E. Muller. "Talk of the Network: A Complex Systems Look at the
Underlying Process of Word-of-Mouth". Marketing Letters 12:3 209-221 (2001).
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Meritocracy in the age of networks

Javier Borondo1, Florentino Borondo2 and Cesar A Hidalgo3

1The MIT Media Lab, Cambridge, United States of America; fj.borondo@upm.es
2Massachusetts Institute of Technology, Madrid, Spain; f.borondo@uam.es
3Universidad Autónoma de Madrid, Cambridge, United States of America;

A system is said to be meritocratic if the compensation and power available to individuals is determined
by their abilities and merits. A system is topocratic if the compensation and power available to an
individual is determined primarily by his or her position in a network. Here we introduce a simple agent
based model to study the effects of networks in meritocracy. The model is perfectly meritocratic for
fully connected networks but becomes topocratic for networks as sparse as those observed in society.
Here individuals can produce and sell content -which we abstract as cultural content, such as books,
films or music- and distribute the content produced by others. The production and distribution of content
define two channels of compensation: a meritocratic channel where individuals are compensated for
the content they sell and produce, and a topocratic channel, where individual compensation is based on
the number of shortest paths that go through them in the network. We solve the model analytically and
numerically for random and scale free networks, obtaining individuals payoff and the resulting income
distributions. We conclude that the sparsity of networks represents a fundamental constraint to the
meritocracy of modern societies.
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MS20: Dissipative solitons

Solitons, solutions which maintain their shape and velocity after colliding with each other, were intro-
duced, almost fifty years ago, in integrable nonlinear systems. Later, this term soliton has been general-
ized to refer solitary waves in non-integrable and non-conservative systems.
In non-conservative (dissipative) systems, stable localized solutions have been found experimentally in
systems as diverse as surface reactions, binary fluid convection, sheared electroconvection in liquid
crystals, non-linear optics, etc. These dissipative solitons result from the balance through an energy
exchange with the environment in presence of nonlinearity and dispersion (and/or diffraction). The dis-
sipative soliton concept is based on the notions of soliton, nonlinear dynamics and dissipative systems.
This Minisymposium Dissipative Solitons aims to inform and share knowledge (both experimental and
theoretical) of this very active research field.

Organizers: O. Descalzi

Rare transitions in the carbon monoxide oxidation on Palladium(111) in ultra-
high-vacuum conditions

Jaime E Cisternas1 and Stefan Wehner2

1Universidad de los Andes, Santiago, Chile; jecisternas@miuandes.cl
2Universität Koblenz-Landau, Koblenz, Germany; wehner@uni-koblenz.de

Our work focuses on the physical and mathematical modeling of the rare transitions observed experi-
mentally in the CO oxidation on Pd(111) under ultra-high-vacuum conditions (UHV), reported by Stefan
Wehner’s lab. These transitions, induced by weak noise created by mass flow controllers, make the state
of the system (the coverage of the Pd crystal) switch from one stable steady state to a different stable
steady state. These back and forth transitions are observable for very long periods of time. What is pe-
culiar about these transitions is the timescales: very long periods of time without major changes in the
state of the surface, followed by sudden, unexpected transitions, that are fast but still considerably slower
than the underlying microscopic phenomena. As one can verify from the PEEM images, some transi-
tions are genuine spatio-temporal phenomena involving nucleations and propagation of fronts. These
transitions are perfect instances of what is known as ‘rare events’: large macroscopic changes that occur
intermittently at timescales much slower that the underlying microscopic processes. Rare event theory
explains the main features of the most probable transition paths.
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Traveling convectons in binary mixtures

Isabel Mercader1, Oriol Batiste2, Arantxa Alonso3 and Edgar Knobloch4

1Universitat Politècnica de Catalunya, Barcelona, Spain; maria.isabel.mercader@upc.edu
2Universitat Politècnica de Catalunya, Barcelona, Spain; oriol@fa.upc.edu
3Universitat Politècnica de Catalunya, Barcelona, Spain; arantxa@fa.upc.edu
4University of California, Berkeley, USA; knobloch@berkeley.edu

Binary fluid mixtures with a negative separation ratio heated from below exhibit steady spatially localized
states called convectons for supercritical Rayleigh numbers. With no-slip, fixed temperature, no-mass
flux boundary conditions at the top and bottom stationary odd and even parity convectons fall on a pair
of intertwined branches [1, 2] that form the backbone of the snakes-and-ladders structure of the so-
called pinning region. These branches are connected by branches of asymmetric localized states called
rung states that drift. When the boundary condition on the top is changed to Newton’s law of cooling, the
midplane symmetry is broken. As a consequence, the even parity convecton branch splits into branches,
one with upflow at midpoint and the other with down flow at midpoint, the odd parity convectons start to
drift and their branch breaks up and reconnects with the branches of asymmetric rung states [3]. We
explore using numerical continuation the dependence of these changes on the associated Biot number,
and compare and contrast the results with a related study of the Swift-Hohenberg equation by Houghton
and Knobloch [4].
We use the results to identify stable traveling convectons and we employ direct numerical simulations to
study collisions between them. The collisions are highly inelastic, and are accompanied by radiation of
energy. A traveling convecton can either attract or repel a stationary convecton depending on whether
the facing roll rotates in the same direction as the incoming roll or in the opposite direction. In all cases
studied the width of the final state exceeds the sum of the widths of the incident convectons as the
collision excites the nucleation of additional rolls on either side.

[1] O. Batiste, E. Knobloch, A. Alonso and I. Mercader. J. Fluid Mech. 560 456-478 (2006).
[2] I. Mercader, O. Batiste, A. Alonso and E. Knobloch. J. Fluid Mech. 667 586-606 (2011).
[3] I. Mercader, O. Batiste, A. Alonso and E. Knobloch. J. Fluid Mech. in press (2013).
[4] S.M. Houghton and E. Knobloch. Physical Review E 84 016204 (2011).

Explosive dissipative solitons

Carlos Cartes

Universidad de los Andes, Santiago, Chile; ccartes@gmail.com

With the use of numerical simulations of the one dimensional complex- quintic Ginzburg-Landau equa-
tion, we studied the apparition of chaotic explosive localized solutions and their behavior at long time
scales. We also studied the stabilizing effect on the explosive solutions of the intrapulse Raman scatter-
ing.
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Localized hexagonal patches of spikes on a layer of ferrofluid

Reinhard Richter1 and David J. B. Lloyd2

1Experimentalphysik V, Bayreuth, Germany; reinhard.richter@uni-bayreuth.de
2Universität Bayreuth, Guildford, UK; d.j.lloyd@surrey.ac.uk

The study of stationary spatially localized states in dissipative systems has regained much interest, be-
cause there are several open problems [1]. A particularly well defined experimental model system is
a layer of magnetic liquid subjected to a magnetic field oriented normally to the fluid surface. When a
critical threshold of the field is surpassed, the flat layer becomes unstable due to a transcritical bifurca-
tion and a hexagonal pattern of liquid spikes emerges, a phenomenon known as Rosensweig instability
[2]. Applying a local perturbation in the hysteretic regime localized spikes were generated and studied
experimentally [3, 4]. Their range of stability was confirmed numerically [5].
Even without a local perturbation localized spikes and a set of localized hexagonal patches have been
detected in a highly viscous ferrofluid, when the system is pushed to the vicinity of the unstable branch
of the homogeneous pattern [6]. These findings may be related to a snaking curve situated in the
neighborhood of the unstable branch, as recently investigated for the case of the two-dimensional Swift-
Hohenberg equation [7]. In our experiment we conduct a detailed scan of the phase space spanned
by the pattern amplitude and the control parameter of the magnetic induction. We compare the ex-
perimentally observed patches with numeric results obtained y solving the Young-Laplace and Maxwell
equations.

[1] E. Knobloch. Nonlinearity 21 T45 (2008).
[2] M.D. Cowley and R.E. Rosensweig. J. Fluid Mech. 30 671 (1967).
[3] R. Richter and I.V. Barashenkov. Phys. Rev. Lett. 94 184503 (2005).
[4] H. Knieling, I. Rehberg and R. Richter. Physics Procedia, 12th International Conference on Magnetic

Fluids 9 pp.199-204. Edited by H. Yamaguchi. Elsevier, Amsterdam, 2010.
[5] O. Lavrova, G. Matthies and L. Tobiska. Commun. Nonlinear Sci. Numer. Simul. 13 1302 (2008).
[6] C. Gollwitzer, I. Rehberg and R. Richter. New J. Phys. 12 093037 (2010).
[7] D. Lloyd, B. Sandstede, D. Avitabile and A. Champneys. SIAM J. Appl. Dyn. Syst. 7 1049 (2008).
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The Fragility of Interdependency: Coupled Networks & Switching Phenomena

H. Eugene Stanley

Boston University, Boston, USA; hes@bu.edu

Recent disasters ranging from abrupt financial "flash crashes" and large-scale power out- ages to sud-
den death among the elderly dramatically exemplify the fact that the most dangerous vulnerability is
hiding in the many interdependencies among different networks. In the past year, we have quantified
failures in interconnected networks, and demonstrated the need to consider mutually dependent network
properties in designing resilient systems. Specifically, we have uncovered new laws governing the nature
of switching phenomena in coupled networks, and found that phenomena that are continuous "second
order" phase transitions in isolated networks become discontinuous abrupt "first order" transitions in in-
terdependent networks [1, 2]. We conclude by discussing the network basis for under- standing sudden
death in the elderly, and the possibility that financial "flash crashes" are not unlike the catastrophic first-
order failure incidents occurring in coupled networks. Specifically, we study the coupled networks that
are responsible for financial fluctuations. It appears that "trend switching phenomena" that we uncover
are remarkably independent of the scale over which they are analyzed.
This work was supported by DTRA, ONR, and NSF, and was carried out in collaboration with a num-
ber of colleagues, including T. Preis (Mainz & ETH), J. J. Schneider (Mainz), S. Havlin & R. Parshani
(Bar-Ilan U), S. V. Buldyrev (Yeshiva U), J. Gao & G. Paul (BU).

[1] S.V. Buldyrev, R. Parshani, G. Paul, H.E. Stanley and S. Havlin. Nature 464 1025 (2010).
[2] J. Gao, S.V. Buldyrev, H.E. Stanley and S. Havlin. Nature Physics 8 40 (2012).
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Title TBA

Mitchell J. Feigenbaum

The Rockefeller University, New York, USA; Mitchell.Feigenbaum@rockefeller.edu

Abstract TBA
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Mechanism of dissipation in turbulent quantum fluids at ultra low temperatures

Itamar Procaccia

Weizmann Institute of Science, Rehovot, Israel; itamar.procaccia@weizmann.ac.il

At very low temperatures, for example below 1 degree Kelvin for Helium, the classical viscosity is prac-
tically zero. Yet, preparing a state of flow it becomes turbulent and it decays in time. I will discuss the
physical mechanisms that are responsible for this inviscid dissipation: weak turbulence of Kelvin waves
on quantized vortex lines and sound emission during vortex reconnection. I will stress in particular some
recent progress on analytical solutions for both these mechanisms.
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Distinguishing signatures of determinism and stochasticity in spiking complex
systems

Cristina Masoller

Universitat Politécnica de Catalunya, Terrassa, Spain; cristina.masoller@upc.edu

I will present a method to infer signatures of determinism and stochasticity in the sequence intensity
dropouts of a semiconductor laser with optical feedback, which resemble neuronal spikes. The method
uses ordinal time-series analysis to classify inter-dropout-intervals (IDIs) in two categories that display
statistically significant different features, one being consistent with waiting times in a resting state until
noise triggers a dropout, and the other, with dropouts occurring during the return to the resting state,
which has a certain deterministic component. The method can be used for the analysis of real-world
data, such as neuronal recordings of inter-spike intervals (ISIs), or data generated by complex systems
such as inter-event times of user activity in social communities, where signatures of deterministic un-
derlying dynamics can be obscured by the presence of noise. The method is computationally simple to
implement and the data requirements can be adapted to the analysis of small and large data sets.
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MS21: Dynamics of multistable systems

The phenomenon of multistability has been found in almost all areas of science and nature, ranging from
optical to chemical and biological systems. This mini-symposium aims to discuss recent advances in
studying multistability in coupled oscillators and lasers. Over many years the study of coupled nonlinear
oscillators has been a hot topic in nonlinear science, since it provides a simple but efficient model for
a better understanding of collective behaviors. In general, the appearance of a multitude of attractors
a particular system depends on its most important characteristic parameters, such as, dissipation, cou-
pling type and strength, delay time, amplitude and frequency of parametric excitation, and noise. In
coupled oscillators, multistability is often related with the loss of synchronization that results in the coex-
istence of synchronous and asynchronous states. A particularly interesting dynamics appears when a
specific coupling leads to the emergence of infinitely many attractors. Such an extreme multistability is
closely related to the emergence of a conserved quantity and the appearance of generalized synchro-
nization between the two systems. Special attention is given to suppression of oscillations by coupling,
in which the amplitude reduces to zero, bringing the system to a homogeneous steady state (ampli-
tude death). Another important feature is the creation of a new stable inhomogeneous steady state
(oscillation death) that may share the phase space with the oscillation regime. Oscillation death has
been observed in chemical and electronic experiments and in many model simulations, mostly in regular
two-dimensional systems. Moreover, the coexistence of oscillation-death generating inhomogeneous
regimes with synchronous chaotic oscillations has been found. Understanding how oscillation death
appears and its compatibility with other regimes is an essential part of control dynamics. For the last
decade, a lot of research has been devoted to the development of control techniques of multistable sys-
tems. It is shown that multistability can be efficiently controlled by filtered noise, which gives preference
for some attractors and suppresses the others. Sometimes, stochastic perturbations lead to the emer-
gence of a stable fixed point and intermittent switches between coexisting states. Furthermore, color
noise can result in giant pulses referred to as rogue waves in a multistable system. These intriguing
effects are replicated by lasers.

Organizers: A. Pisarchik

Study of multistate intermittency and extreme pulses by low-pass filtered noise
in a fiber laser

Rider Jaimes-Reátegui1, Ricardo Sevilla Escoboza2, Guillermo Huerta Cuellar3,
Alexander N. Pisarchik4, Juán Hugo García López5, Didier Lopez Mancilla6 and

Carlos Eduardo Castañeda Hernandez7

1Centro Universitario de Los Lagos, Lagos de Morejo, México; rjaimes@culagos.udg.mx
2Universidad de Guadalajara, Jalisco, México; sevillaescoboza@gmail.com
3Centro Universitario de Los Lagos, Lagos de Morejo, México; ghuertacuellar@gmail.com
4Universidad de Guadalajara, Jalisco, México; apisarch@cio.mx
5Centro Universitario de Los Lagos, Lagos de Morejo, México; hugo@culagos.udg.mx
6Universidad de Guadalajara, Jalisco, México; dlopez@culagos.udg.mx
7Centro de Investigaciones en Óptica, Leon, México; ccastaneda@lagos.udg.mx

Clear evidence of rogue waves in a multistable system is revealed with an erbium-doped fiber laser
driven by harmonic pump modulation. We demonstrate numerically and experimentally that a low-pass
noise filtering can control the probability for the appearance of a particular state. The results of nu-
merical simulations with the use of a three-level laser model display good agreement with experimental
results. The mechanism for the rogue wave formation lies in the interplay of stochastic processes with
multistable deterministic dynamics. Low-frequency noise applied to a diode pump current induces rare
jumps to coexisting subharmonic states with high-amplitude pulses perceived as rogue waves. The
probability of these events depends on the noise filtered frequency and grows up when the noise am-
plitude increases. The probability distribution of spike amplitudes confirms the rogue wave character of
the observed phenomenon. We find the existence of a particular noise amplitude for which a particular
periodic orbit appears more frequently than for other amplitudes.
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Noise-induced bistability and on-off intermittency in mutually coupled semicon-
ductor lasers

Alexander N. Pisarchik1, Diana Alejandra Arroyo-Almanza2 and Alfredo
Campos-Mejía3

Centro de Investigaciones en Optica, Leon, Mexico
1apisarch@cio.mx
2dianaa@cio.mx
3alfredo@cio.mx

A noise-induced transition from a monostable to a bistable regime is numerically demonstrated with
the modified Lang-Kobayashi model. A stable fixed point and low-frequency fluctuations coexist for a
very strong coupling within a certain range of spontaneous emission noise. The experiments with two
identical mutually coupled semiconductor lasers confirm this theoretical prediction. For smaller intrinsic
noise, intermittent switches between low-frequency fluctuations and stable emission are experimentally
studied when the lasers pump currents are subject to common Gaussian white noise. The time series
analysis shows power-law scalings typical for on-off intermittency near its onset, with critical exponents
of -1 and -3/2, respectively for the mean turbulent length versus the noise intensity and probability
distribution of the laminar phases versus the laminar length. The frequency spectrum analysis reveals a
-1 power-law scaling for the signal-to-noise ratio versus the noise intensity.
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Inhomogeneous stationary and oscillatory regimes in coupled chaotic oscilla-
tors

Evgeny Volkov1 and Weiqing Liu2

1Lebedev Physical Institute, Moscow, Russia; volkov@lpi.ru
2School of Science, Ganzhou, China; wqliujx@gmail.com

Over many years the study of coupled nonlinear oscillators has been a hot topic in nonlinear science,
since it provides a simple but efficient model for a better understanding of collective behaviors. Special
attention has been given to suppression of oscillations by coupling, which either reduces the amplitude to
zero, bringing the system to a homogeneous steady state (“amplitude death”); or creates a new stable
inhomogeneous steady state (“oscillation death”) that may share the phase space with the oscillation
regime. Oscillation death has been observed in chemical and electronic experiments and in many
model simulations, mostly with regular 2-dimensional systems. Coupled identical chaotic oscillators
were studied with the focus on the ways to a synchronous regime, without considering the possibility of
quenching of chaotic oscillations via the appearance of OD. In most coupling schemes, OD is not actually
realized; however, we managed to find the coupling matrices that lead to OD and are not exotic. The
conditions for OD are model dependent: pairs of Lorenz oscillators have to be coupled by conjugate or
negative coupling, whereas just standard diffusion of one appropriate component is sufficient for a pair of
PR oscillators. It is of principle importance that, similar to regular oscillators, OD and other OD-generated
inhomogeneous regimes may coexist with synchronous chaotic oscillations. The dynamics of transition
to OD is essential for understanding the ways of its formation and the compatibility with other regimes.
The dynamics of linearly coupled identical Lorenz and Pikovsky-Rabinovich (PR) oscillators are explored
numerically and theoretically. We concentrate on the study of inhomogeneous stable steady states
("oscillation death" (OD) phenomenon) and accompanying periodic and chaotic regimes that emerge at
an appropriate choice of the coupling matrix. The parameters, for which OD occurs, are determined by
stability analysis of the chosen steady state. Three model-specific types of transitions to and from OD
are observed: (1) a sharp transition to OD from a nonsymmetric chaotic attractor containing random
intervals of synchronous chaos; (2) transition to OD from the symmetry-breaking chaotic regime created
by negative coupling;(3) supercritical bifurcation of OD into inhomogeneous limit cycles and further
evolution of the system to inhomogeneous chaotic regimes that coexist with complete synchronous
chaos. These results may fill a gap in the understanding of the mechanism of OD in coupled chaotic
systems.
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Extreme multistability and synchronization in coupled systems

Ulrike Feudel1, Kenneth Showalter2, Chittaranjan Hens3 and Syamal K. Dana4

1ICBM, Oldenburg, Germany; ulrike.feudel@uni-oldenburg.de
2University Oldenburg, Morgantown, USA; kshowalt@wvu.edu
3West Virginia University, Kolkata, India; chittaranjanhens@gmail.com
4Indian Institute of Chemical Biology, Kolkata, India; syamaldana@gmail.com

Many systems in nature are characterized by the coexistence of different attractors for a given set of
parameters. Examples for such behavior can be found in different fields of science ranging from me-
chanical or chemical systems to ecosystem dynamics. One of the system classes where this kind of
behavior appears are coupled systems where multistability is often related with the loss of complete
synchronization leading to the coexistence of synchronized and nonsynchronized attractors. A particu-
larly interesting dynamics appears in two identical coupled systems when a special coupling is applied.
The coupling leads to a dynamics characterized by the emergence of infinitely many attractors. We
show that this extreme multistabiity is closely related to the emergence of a conserved quantity and the
appearance of generalized synchronization between the two systems. The conserved quantity leads to
a confinement of the dynamics to a complicated synchronization manifold in state space on which the
dynamics take place. The state space appears to be "foliated" into such manifolds each of them charac-
terized by a certain value of the conserved quantity and a certain attractor living in this manifold. Since
the conserved quantity can take any real value, we obtain infinitely many such manifolds and, hence,
infinitely many coexisting attractors. Furthermore we develop at general principle how to design the
coupling between any two nonlinear systems to achieve extreme multistability. Finally we demonstrate
that this phenomenon can also occur when the two systems are not identical but possess a certain
parameter mismatch.
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The dynamics of populations subject to demographic and environmental fluctuations is a subject of
current interest in Theoretical Biology where recent progress has been substantial - using asymptotic
and diffusion approximations for the stochastic dynamics.

Organizers: B. Mehlig

Metapopulation dynamics on the brink of extinction

Anders Eriksson1, Federico Elias Wolff2, Andrea Manica3and Bernhard Mehlig4

1University of Cambridge, Cambridge, England; aje44@cam.ac.uk
2University of Gothenburg, Gothenburg, Sweden; federico.elias@gmail.com
3University of Cambridge, Cambridge, England; am315@cam.ac.uk
4University of Gothenburg, Gothenburg, Sweden; Bernhard.Mehlig@physics.gu.se

We analyse metapopulation dynamics in terms of an individual-based, stochastic model of a finite
metapopulation, using the number of patches in the population as a large parameter. This approach
does not require that the number of individuals per patch is large, neither is it necessary to assume a
time-scale separation between local population dynamics and migration. Our approach makes it possi-
ble to accurately describe the dynamics of metapopulations consisting of many small patches. We focus
on metapopulations on the brink of extinction. We estimate the time to extinction and describe the most
likely path to extinction. We find that the logarithm of the time to extinction is proportional to the product
of two vectors, a vector characterising the distribution of patch population sizes in the quasi-steady state,
and a vector – related to Fisher’s reproduction vector – that quantifies the sensitivity of the quasi-steady
state distribution to demographic fluctuations. We compare our analytical results to stochastic simula-
tions of the model, and discuss the range of validity of the analytical expressions. By identifying fast and
slow degrees of freedom in the metapopulation dynamics, we show that the dynamics of large metapop-
ulations close to extinction is approximately described by a deterministic equation originally proposed
by Levins (1969). We were able to compute the rates in Levins’ equation in terms of the parameters
of our stochastic, individual-based model. It turns out, however, that the interpretation of the dynamical
variable depends strongly on the intrinsic growth rate and carrying capacity of the patches. Only when
the carrying capacity is large does the slow variable correspond to the number of patches, as envisaged
by Levins. Last but not least, we discuss how our findings relate to other, widely used metapopulation
models.
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Large velocity fluctuations of stochastic invasion fronts

Baruch Meerson

Racah Institute of Physics, Jerusalem, Israel; meerson@cc.huji.ac.il

Invasion fronts determine the speed of many important dynamic phenomena such as chemical reactions,
epidemic outbreaks and biological evolution. The position of an invasion front fluctuates because of the
shot noise of individual reactions. What is the probability to observe a certain displacement of the
noisy front that is considerably smaller or larger than that of its deterministic counterpart? The answer
strongly depends on whether the front propagates into a metastable or unstable state, and I will review
recent theoretical progress in both cases [1, 2, 3, 4]. Most of the progress is based on a WKB theory
which assumes many individuals in the front region. In this theory the most likely configuration of the
system, for a given front displacement, is encoded in a special trajectory of the underlying effective
Hamilton mechanics –a field theory. In some cases this special trajectory is a traveling front solution
of the corresponding field theory. For fronts, propagating into unstable states, the leading contribution
to the probability density of observing anomalously large front displacements comes from a few fastest
particles running ahead of the front. For such fronts anomalously large displacements are much more
likely than anomalously small ones.

[1] B. Meerson, P.V. Sasorov and Y. Kaplan. Phys. Rev. E 84 011147 (2011).
[2] B. Meerson and P.V. Sasorov. Phys. Rev. E 84(R) 030101 (2011).
[3] B. Meerson, A. Vilenkin and P.V. Sasorov. Phys. Rev. E 87 012117 (2013).
[4] E. Khain and B. Meerson. J. Phys. A: Math. Theor. (in press) (2013).

Fluctuations as a source of population stability

Alex Kamenev

University of Minnesota, Minneapolis, USA; kamenev@physics.umn.edu

We discuss how strong fluctuations may have a stabilizing effect on population size or gene fixation. The
phenomena is a close analog of Coleman-Weinberg effect in high energy physics, explaining stability
of false vacua against tunneling decay. We present a paradigmatic two species model, where strong
fluctuations in the relative abundance serve as a source of stability for total combined population.

Stochastic evolutionary game dynamics

Arne Traulsen

Max Planck Institute for Evolutionary Biology, Plön, Germany; traulsen@evolbio.mpg.de

In the past decade, researchers in evolutionary game theory have become increasingly interested in
using stochastic processes to model dynamics. In particular, stochastic dynamics allow addressing the
problem of equilibrium selection by focusing on the average abundance of strategies. This issue is for
example of relevance in the context of the evolution of cooperation and punishment, which represents
the most popular application of game theoretic models. An analytical approximation that is particularly
powerful is weak selection, which is based on neutral evolution as a reference case. This also provides
a natural connection to the powerful tools of population genetics.

XXXIII Dynamics Days Europe 2013 195

mailto:meerson@cc.huji.ac.il
mailto:kamenev@physics.umn.edu
mailto:traulsen@evolbio.mpg.de


Thursday, June 6 MS23: Time series and causality networks

MS23: Time series and causality networks

An aspect of the analysis of multivariate time series that has gained much attention in the last years is
the inter-dependence of the observed variables. In many applications, the observed variables are con-
sidered as representatives of the underlying dynamical subsystems and the objective is to get insight
onto the dependence structure of the global dynamical system. The starting point is to select appro-
priate measures of inter-dependence, information flow, or as commonly termed Granger causality, and
often nonlinear measures are found to be more appropriate. Such measures determine the connectivity
between each pair of observed variables and by assigning the variables to nodes and the estimated
Granger causality to the respective connections, one can form causality networks. Causality networks
constitute a mapping of the system’s inter-dependence structure and can reveal system properties, dis-
tinguish between different system regimes, track the system evolution and identify structural changes.
This session will cover some recent advances in the methodology of Granger causality and information
flow, as well as the study of causality networks, focusing also on real-world problems, ranging from
physiology to finance. The invited papers will present implications of having synchronous observations
of many variables and propose solutions (Small et al, Wan & Jensen), as well as improvements in
measuring Granger causality and information flow (Papana et al, Diks & Wolski). They will also study
causality network structure under different conditions, e.g. Attempting to discriminate modes of playing
mucic from electroencephalogram connectivity analysis (Wan & Jensen). Brain analysis will also be
conducted at micro scale using local fields potentials and investigating synchrony of neural oscillations
(Small et al), while other presentations will focus on causality in economics, e.g. Weather’s effect on
grain market (Diks & Wolski).

Organizers: M. Small and D. Kugiumtzis

Nonlinear Granger causality: Guidelines for multivariate analysis

Cees Diks1 and Marcin Wolski2

University of Amsterdam, Amsterdam, The Netherlands
1C.G.H.Diks@uva.nl
2M.Wolski@uva.nl

Diks and Panchenko (2006) propose a new statistical approach to the nonlinear Granger causality test-
ing, which aims to correct for the over-rejection problem observed in the original methodology developed
by Hiemstra and Jones (1994). Nevertheless, both papers focus on the bivariate case only, leaving the
more general higher-dimensional world unexplored. Our new methodology provides a simple and in-
tuitive nonlinear Granger causality test that might be easily applied in the multivariate settings. To our
best knowledge, this is one of the first attempts to formalize this kind of reasoning and equip it with the
asymptotic theory. It is hard to mention all the possible applications, however, we are going to apply
the test to the US grain market where the relationship between the prices is, to a large extent, affected
by the weather forecasts. The new methodology allows us to correct for that phenomenon and to get a
clear view US grain market behavior.
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Investigating causal relationships – application to financial time series

Angeliki Papana1, Catherine Kyrtsou2, Dimitris Kugiumtzis3 and Cees Diks4

1University of Macedonia, Thessaloniki, Greece; angeliki.papana@gmail.com
2University of Macedonia, Thessaloniki, Greece; ckyrtsou@uom.gr
3Aristotle University of Thessaloniki, Thessaloniki, Greece; dkugiu@gen.auth.gr
4University of Amsterdam, Amsterdam, The Netherlands; C.G.H.Diks@uva.nl

Some well-known causality tests and measures are reviewed and applied in order to detect and interpret
the emerging relations between financial variables. The discrimination of direct and indirect causal
effects and the determination of the nature of the couplings (linear it vs. nonlinear) is also discussed. In
order to attain the stationarity of the financial time series, the returns of the original data are used. The
causality tests and measures considered are namely the Granger causality index and the conditional
Granger causality index [1], the partial Granger causality [2], the causality tests of Diks & Panchenko
[3], the causality test of Kyrtsou & Labys [4], the transfer entropy and the partial transfer entropy [5],
the symbolic transfer entropy and partial symbolic transfer entropy [6], the mutual information on mixed
embedding and the partial mutual information on mixed embedding [7]. The statistical significance of the
measures is assessed with randomization test, whenever is not theoretically known. The effectiveness
of the different bivariate and multivariate measures, along with the consistency of the results from the
different causality measures is discussed.

[1] J. Granger. Acta Phys. Pol. B 37 424-438 (1969).
[2] S. Guo, A. Seth, K. Kendrick, C. Zhou and J. Feng J. Neurosci. Meth. 172 99-93 (2008).
[3] C.G.H. Diks and V. Panchenko. J. Econ. Dyn. Control 30 1647-1669 (2006).
[4] C. Kyrtsou and W.C. Labys. J. Macroecon. 28 256-266 (2006).
[5] T. Schreiber. Phys. Rev. Lett. 85 461-464 (2000).
[6] M. Staniek and K. Lehnertz. Phys. Rev. Lett. 100 158101 (2000).
[7] I. Vlachos and D. Kugiumtzis. Phys. Rev. E 82 016207 (2010).
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Quantifying network interaction and synchrony in multi-electrode recordings

Michael Small1, Cristian Carmeli2, Paolo Bonifazi3 and Hugh Robinson4

1The University of Western Australia, Perth, Australia; michael.small@uwa.edu.au
2Centre Hospitalier Universitaire Vaudois and University of Lausanne, switzerland, Lausanne;
cristian.carmeli@gmail.com
3Tel-Aviv University, Israel, Tel-Aviv;
4University of Cambridge, Cambridge, United Kingdom;

Multi-electrode array data presents a unique challenge for data analysis ñ how can one properly infer
interactions between electrode sites from recorded time series data? While many methods exist to mea-
sure (some version of) correlation and hence infer connectivity, this is only a partial solution. To arrive
at a more useful answer, one needs to properly account for various complicated systems of interactions
(where a common source may drive multiple regions leading to spurious connectivity directly between
those driven regions), and also the inherently localized features of the system (electrodes have a definite
location, and diffusion will play a role in artificially raising the level of correlation between spatial nearby
measurements). We demonstrate a generic solution to these problems for a particular physiological sys-
tem. Network oscillations in the gamma frequency range (∼30-80 Hz) are thought to be important in the
formation of neural circuits during development, cognition, plasticity, and encoding of sensory signals.
Here, we study the dynamics of gamma oscillations in acute slices of the somatosensory cortex from
juvenile mice (P8-12). Bursts of gamma oscillatory activity lasting a few hundred milliseconds could be
initiated by brief trains of electrical stimulations simultaneously delivered at multiple locations. Local field
potentials (LFPs) were recorded using multielectrode arrays allowing a spatial-temporal characterization
of the oscillations. Numerical techniques where then applied to measure the global strength and syn-
chrony of the gamma oscillation activity over time. Analysis of the phase of oscillations, current-source
density analysis and dynamical measures of synchrony were used to show how different sites in cortex
become synchronized.

EEG Analysis of information flow during music performance

Xiaogeng Wan1 and Henrik Jeldtoft Jensen2

Imperial College London, London, UK
1x.wan11@imperial.ac.uk
2h.jensen@imperial.ac.uk

We analyse EEG data recorded on musicians and listeners during the performance of music. The music
is either performed as "strict" or "let go". The first mode is in principle a "mechanical" retention of the
music the second is with full interpretation and emotional expression. We use information theoretic
measures of information flow (in particular MIME and variations of this approach) to establish a directed
network of flow between the entire set of EEG electrodes of all musicians and listeners. We use this
network to look for differences between the two modes of playing music.
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MS24: Temporal cavity solitons and fronts in photonic crystal fiber
resonators
Femtosecond pulse compression in Non linear photonic crystal fiber

Lynda Cherbi1, Nassima Lamhene2 and Farida Boukhalkhel3

USTHB, Algeries, Algeria
1cherbi_lynda@hotmail.com
2lamnassou@yahoo.fr
3topusthb@live.fr

In recent years, especially with the development of photonic crystal fibers with special dispersion and
nonlinear properties, pulse compression of optical pulses draws a lot of attention. These fibers enable
input pulse with lower peak power to form high-order solitons for the purpose of femtosecond pulse-
width compression. In this work, many sections (60 cm – 2.2 m) of non linear photonic crystal fibre with
zero dispersion wavelength of 1040 nm have been used for ultra-short pulse compression for different
durations of 460 to 620 fs. The split-step Fourier algorithm is used to investigate the pulse compression
process in this PCF according to optical properties of this medium in terms of high non-linearity and
Group Velocity Dispersion. We numerically investigate the generation of soliton pulses of different orders
in this photonic crystal fiber (PCF) to realize the compression of used short pulses. The initial pulse of 1
ps is compressed in 2.5 m of PCF to a duration of 460 fs with a compression factor of 2.17 and a quality
factor compression of 0.31. We could have a higher degree of compression using a higher order soliton.
At the length of 1.6 m, the initial pulse is compressed from 1 ps to 304 fs with a compression factor of
3.3 significantly better than that obtained with a soliton of order 2, the compression quality is equal to
0.36. At 1 m length, we obtained the best compression results of the initial pulse of 1 ps to 221 fs with a
compression factor of 4.5 and with the coefficient of compression quality equal to 0.339.

XXXIII Dynamics Days Europe 2013 199

mailto:cherbi_lynda@hotmail.com
mailto:lamnassou@yahoo.fr
mailto:topusthb@live.fr


Thursday, June 6 MS24: Solitons and fronts in photonic crystal fiber resonators

Dynamics of supercontinuum generated in photonic crystal fiber ring configura-
tions

Nicolas Y. Joly1, Michael J. Schmidberger2, Fabio Biancalana3, David Novoa4 and
Philip St. J. Russell5

1Max-Planck Institute for the Science of Light / Dept. of Physics, Erlangen, Germany;
Nicolas.Joly@mpl.mpg.de
2University of Erlangen-Nuremberg, Erlangen, Germany; Michael.Schmidberger@mpl.mpg.de
3Max-Planck Institute for the Science of Light / Dept. of Physics, Edinburgh, United Kingdom;
f.biancalana@hw.ac.uk
4University of Erlangen-Nuremberg, Erlangen, Germany; david.novoa@mpl.mpg.de
5School of Engineering and Physical Sciences, Erlangen, Germany;
philip.russell@mpl.mpg.de

Flexible control of dispersion properties in photonic crystal fibre (PCF), combined with potential high
nonlinearity, have led to spectacular spectral broadening of input pulses. The main requirement for ef-
fective broadening is to pump close to the zero-dispersion of the waveguide. Several schemes have been
demonstrated, using various pump pulse durations from the fs [1] up to CW [2]. Dual-wavelength pump-
ing of fibres with two-zero dispersion points has also been proposed [3]. These supercontinuum sources
find many applications in, e.g., spectroscopy, frequency metrology and optical coherence tomography.
Shot-to-shot noise as well as the coherence properties of the resulting spectrum are important param-
eters of the source [4]. Furthermore, another approach, employing a feedback loop to tailor the noise
characteristics of the source, has recently been proposed [5].
In the talk we will discuss the use of endlessly single mode PCF in a synchronously pumped ring cavity.
The pump laser is a Yb:KYW oscillator delivering 140 fs, 13 nJ pulses at a repetition rate of 75 MHz.
The central wavelength (1042 nm) is close to the zero-dispersion wavelength (1058 nm) of the PCF in
the normal dispersion region. Experimentally, we can easily adjust both the frequency detuning of the
ring-cavity as well as the pump pulse-energy, to observe a plethora of dynamical phenomena ranging
from simple period-n oscillations to highly complex chaotic behaviour. The different regimes can be most
easily studied within a bifurcation diagram of the output pulse energy vs. cavity detuning, which also al-
lowed us to determine and quantify the influence of timing jitter [6]. Our system can be theoretically
modelled using a discrete map where the generalized nonlinear Schrödinger equation is used to relate
the field envelope An+1(z=0, t) at the start of the (n+1)th round trip to its shape An(z=L, t) after the nth
round trip (fibre length L):

An+1(z = 0, t) =
√

1−R An(z = L, t+ τeff) + i
√
R Apump(t) (1)

where R is the reflectivity of the beam splitter used for pumping the ring cavity and the effective delay
includes both cavity detuning and timing jitter induced by the laser source.

[1] J.K. Ranka, R.S. Windeler and A.J. Stentz. Opt. Lett. 25 25-27 (2000).
[2] J.C. Travers et al. Opt. Lett. 30 1938-1940 (2005).
[3] C. Xiong, Z. Chen and W.J. Wadsworth. J. of Light. Techn. 27 1638-1643 (2009).
[4] J.M. Dudley and S. Coen. Opt. Lett. 27 1180-1182 (2002).
[5] N. Brauckmann et al. Opt. Exp. 19 14763-14778 (2011).
[6] M.J. Schmidberger et al. Opt. Lett. 37 3576-3578 (2012).
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Linear wave packet structure and rogues waves statistics in nonlinear
Schrödinger equation

Saliya Coulibaly1 and Eric Louvergneaux2

1Laboratoire Phlam, Lille, France; saliya.coulibaly@gmail.com
2Université de Lille 1 Sciences et Technologies, Lille, France;

During the last years, the number of publications related to rogue waves (RW) have considerably in-
creased. Hence, this concept which originally comes from hydrodynamics, is now a hot topic of research
in many fields including optics, capillarity, superfluidity, atmosphere or microwaves. Many of these fields
have jointly a minimal model which governs RW dynamics: the nonlinear Schrödinger equation. In this
context nonlinear coherent solution seeded by amplification of noise, have been shown to display many
of RW characteristics. In addition, it is also known that RW dynamics is highly sensitive to initial con-
ditions and the presence of a reflection symmetry breaking in the system. That is, in this study we
have considered the linear stage of the process leading to RW generation by mean of a localized initial
condition in the nonlinear Schrödinger equation including third order derivative. We have evaluated an-
alytically the asymptotic evolution of this initial condition by mean of the Green function. The obtained
wave packet structure reveals a band gap in the instantaneous frequency spectrum. Combining this
result with RW statistics we give an optimal region of parameters for their excitation.

Dark temporal cavity solitons in photonic crystal fiber resonators

Mustapha Tlidi

Université Libre de Bruxelles, Brussels, Belgium; mtlidi@ulb.ac.be

During last decade, the study of confinement of light in photonic crystal fiber resonators has attracted
a considerable attention from both fundamental as well as applied point of views [1]. In particular,
near zero dispersion wavelengths, high order dispersion effects play a central role in this system. The
study of a fourth order chromatic dispersion effect reveals that the existence of a second modulational
instability that allows for the stationary state to restabilize at large powers. It has been shown that at the
first threshold, there exist a degenerate modulational instability where two separate frequencies appear
simultaneously [2]. It has also been shown that close to this degenerate bifurcation, beating can be
localized and contain a finite number of slow modulation. More recently, we have shown that fourth
order dispersion effects allow all-fiber cavity to exhibit dissipative dark localized structures in anomalous
dispersion regime, whereas this was impossible without the high order dispersion [3]. These structures
exhibit a homoclinic snaking behavior [3].
In this communication, we consider a simple all-fiber photonic crystal cavity synchronously pumped by a
coherent injected beam. We show that the third order dispersion drastically affects the dynamics of this
device. We show that the third order induces a motion of dark temporal cavity solitons with a constant
velocity. However, the width of the dissipative pulses emerging from the modulational instability is not
affected by the third order effect, as well as the threshold associated with modulational instabilities.

[1] M. Schmidberger, W. Chang, P.S.J. Russell and N.Y. Joly. "Influence of timing jitter on nonlinear
dynamics of a photonic crystal fiber ring cavity". Optics Letters 37 3576 (2012).

[2] M. Tlidi, A. Mussot, E. Louvergneaux, G. Kozyreff, A.G. Vladimirov and M. Taki. "Control and re-
moval of modulational instabilities in low-dispersion photonic crystal fiber cavities". Optics Letters
32 662 (2007).

[3] M. Tlidi and L. Gelens. "High-order dispersion stabilizes dark dissipative solitons in all-fiber cavi-
ties". Optics Letters 35 306 (2010).
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Rare event prediction in stochastic systems with multiple time scales

Christoffer R. Heckman1 and Ira B. Schwartz2

1Naval Research Laboratory, Washington, USA; christoffer.heckman.ctr@nrl.navy.mil
2Nonlinear Dynamical Systems Section, D.C., USA; ira.schwartz@nrl.navy.mil

Many stochastic systems of physical interest possess dynamics which occur over multiple time scales.
Such systems present unique difficulties in the analysis of large fluctuations, since the multiple time
scales interact with the stochasticity to affect transition rates in the dynamics. For slow-fast systems
singular perturbation theory may be applied to guide analysis, while noisy systems are better understood
through tools from statistical mechanics. In this work, a method to predict the rate of occurrence of
rare events is developed for systems that exhibit both noise and slow-fast dynamics. We use a WKB
approximation to model the probability of rare event occurrence due to large fluctuations. The resulting
equations generate a Hamiltonian that models the interaction of the state and the most likely noise
force to induce a rare event. The equations of motion of the state and its conjugate momenta are
singularly perturbed; to analyze them, the vastly different time scales are leveraged in order to reduce the
dimension and predict the dynamics on the slow manifold. The resulting constrained equations of motion
may be used to directly compute rare event probabilities. To test the method, a noisy, damped Duffing
oscillator with three equilibrium points (two sinks separated by a saddle) is analyzed. After a long time
spent in one sink, noise may “kick” a trajectory past the saddle and into the other basin of attraction. The
predicted switching time exponent between states is computed using the action by integrating along the
heteroclinic connection in a 4-dimensional phase space. The general scaling of the switching exponent
as a function of system parameters is shown to agree well with numerical simulations. Moreover, the
dynamics of the original system and the reduced system via center manifolds are shown to agree very
well over sufficiently long time scales. The authors gratefully acknowledge the Office of Naval Research
for support.

Extreme fluctuations and long-time memory of large scale wind power produc-
tion

Oliver Kamps

Center for Nonlinear Science, Münster, Germany; okamp@uni-muenster.de

The fluctuations of electrical energy, generated by wind turbines, reflect the interaction between the
turbulent wind field and a complex technical system. In this talk we study time series of the integrated
wind power production of a large number of spatially distributed wind energy converters. The aim is to
characterize the fluctuations of wind power production by means of multi-time statistics. By testing the
Markovian properties of the time series, we investigate the memory of the stochastic process describing
the fluctuations. This leads to a description of the data in terms of Langevin equations. We also check the
consistency of our findings with results on the fluctuations of surface-layer wind velocity data measured
at different locations.
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CANCELLED. Extreme relative velocities of heavy particles in turbulent flow

Ewe-Wei Saw1, G.P. Bewley2, E. Bodenschatz3, S.S. Ray4, H. Homann5 and J. Bec6

1Laboratoire Lagrange, Nice, France; esaw@ds.mpg.de
2Université de Nice-Sophia Antipolis, Goettingen, Germany;
3CNRS, Goettingen, Germany;
4Observatoire de la Côte d’Azur, Nice, France;
5Max Planck Inst. of Dynamics & Self-Organization, Nice, France;
6Max Planck Inst. of Dynamics & Self-Organization, Nice, France;

We present results from experiment and direct-numerical-simulation (DNS), on the statistics of relative
velocity (δv) between small-heavy particles in the dissipative scales of turbulent flow. The experimental
flow was nearly homogenous and isotropic at Taylor-scaled Reynolds number around 200. The par-
ticles were small liquid droplets (d < 0.1 η) and have Stokes numbers (St) in the range of 0.04 to
0.51. The simulation was tuned to match the Reynolds, Stokes and Froude number of the experiments.
Comparison showed that DNS reproduced all qualitative trends of the experiments. These included the
stretched-exponential form of the tails of the distribution of δv, its skewness, its growth with Stokes num-
ber and particle separation. Good quantitative agreement were found for the negative δv (approaching
particles) for sufficiently large St. We discuss the remaining quantitative discrepancies in terms of mis-
match of intermittency between the experiment and DNS. We show that the tails of the distribution of δv
are accounted for by the sling effect –a mechanism in which turbulent fluctuations causes the droplets
to decouple from the background fluid and move toward each other with Stokes-dragged ballistic mo-
tions. We attempt to reproduce the forms of these tails and relate them to fluid flow statistics via the
sling-start-scales –particle separations at the initiation of slings.

Damped wind-driven rogue waves

Constance Marie Schober

University of Central Florida, Orlando, USA; constance.schober@ucf.edu

Damping and wind effects play an important role in the stability and downshifting of waves. The physical
and statistical properties of rogue waves in deep water are investigated using perturbed higher order
nonlinear Schrödinger models. The effects of wind coupled with nonlinear damping on the develop-
ment of rogue waves and the interaction between rogue waves and downshifting are examined using
numerical investigations and analytical arguments based on the inverse spectral theory of the underlying
integrable model, perturbation analysis, and statistical methods.
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Taming complexity: Controlling networks

Albert-Lázló Barabási

Northeastern University, Boston, USA; barabasi@gmail.com

The ultimate proof of our understanding of biological or technological systems is reflected in our ability
to control them. While control theory offers mathematical tools to steer engineered and natural systems
towards a desired state, we lack a framework to control complex self-organized systems. Here we
develop analytical tools to study the controllability of an arbitrary complex directed network, identifying
the set of driver nodes whose time-dependent control can guide the system’s entire dynamics. We apply
these tools to several real networks, finding that the number of driver nodes is determined mainly by the
network’s degree distribution. We show that sparse inhomogeneous networks, which emerge in many
real complex systems, are the most difficult to control, but dense and homogeneous networks can be
controlled via a few driver nodes. Counterintuitively, we find that in both model and real systems the
driver nodes tend to avoid the hubs. In collaboration with Y. Liu and JJ Slotine.
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CT11: Networks II
Network vulnerability to extreme events

Vimal Kishore1, Ravindra E. Amritkar2 and M.S. Santhanam3

1IISER Pune, Pune, India; vimal@iiserpune.ac.in
2Physical Research Laboratory, Ahmedabad, India; amritkar@prl.res.in
3IISER Pune, Pune, India; santh@iiserpune.ac.in

Random walks on networks help us to understand various transport processes. We study extreme
events on complex networks using the random walk model where the extreme events are defined as
surpassing of the flux above a prescribed threshold. The study is motivated by the extreme events such
as the traffic jams, floods, power black-outs that take place on networks. We had earlier found that the
nodes with smaller number of links are more prone to extreme events than the ones with larger number
of links [1, 2]. We obtain analytical estimates and verify them with numerical simulations. We also study
extreme events for a biased random walk where the walks are preferentially biased towards either the
hubs or the smaller degree nodes. Here, the probability of occurrence of an extreme event on any node
depends on the ’strength’ of the node, a measure of the ability of a node to attract walkers. The ’strength’
is a function of the degree of the node and that of its neighbours. We find that the nodes with larger value
of the strength, on an average, have lower probability for the occurrence of extreme events compared to
the nodes with lower value of the strength.
Using the above notion of extreme events we study the nature of failure of a network by removing nodes
which experience an extreme event and redistributing the walkers on the remaining or active nodes.
Initially there is a slow decay of the number of active nodes. After about 15% to 20% of nodes are
removed there is an almost sudden and sharp change in the behaviour and in a few time steps the
entire network fails.

[1] V. Kishore, M.S. Santhanam and R.E. Amritkar. Phys. Rev. Lett. 106 188701 (2011).
[2] V. Kishore, M.S. Santhanam and R.E. Amritkar. Phys. Rev. E 85 056120 (2012).

The architecture of biologically inspired adaptive transport networks

Johannes Gräwer1, Carl Modes2, Marisa Evelyn3, Marcelo O. Magnasco4 and Eleni
Katifori5

1Max-Planck-Institute for Dynamics and Self-Organization, Göttingen, Germany;
johannes.graewer@ds.mpg.de
2Laboratory of Mathematical Physics, New York, USA; cmodes@mail.rockefeller.edu
3The Rockefeller University, New York, USA; MarisaEvelyn@gmail.com
4Laboratory of Mathematical Physics, New York, USA; mgnsclb@rockefeller.edu
5The Rockefeller University, New York, Germany; eleni.katifori@ds.mpg.de

We investigate a class of adaptive transport networks, inspired by biological vascular systems (e.g.
plant leafs, plasmodial veins of slime molds), modeled as undirected weighted graphs. The graphs
edges represent tubes with Hagen-Poiseuille flow, connected through junctions, represented by their
nodes. A local update rule, that changes the conductivity of the tubes (edge weights) according to the
flow through them, is used as a self-organizing adaptation principle.
Varying the parameters of the system, we study the influence of the network’s adaptation on its weighted
topology. For this purpose, numerical simulations are done on common complex network topologies
(e.g. Watts-Strogatz, Barabási-Albert, Erdös-Rényi) with random initial edge weights, and the complex
statistical behavior of the adapting networks is measured with known metrics, that combine topological
and weighted observables (e.g. strength distribution, betweenness centrality).
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Analyzing the interplay among the layers of a multiplex on the overall diffusion
dynamics

Nikos E Kouvaris

Department of Physics, Barcelona, Spain; nkouba@gmail.com

Multiplex networks, i.e. networks consisting of interconnected layers, can model a variety of processes
from natural or social sciences. For instance, they can model signaling channels, which in general par-
ticipate in more than one type of interactions, thus performing more than one tasks in parallel [1]. They
may also represent complex ecosystems, where the migration of different species occurs in different
networks, or even social networks consisting of interconnected individuals from different relationship
networks. In our study we focus linear processes on multiplex networks, whose dynamical properties
are reflected to the spectral properties of the Laplacian matrix. Diffusion dynamics in two interconnected
layers have been recently studied by Gomez et al. [2]. The construction of the so-called supra-Laplacian
matrix was proposed as L = L0 + D, where L0 is a block diagonal matrix which corresponds to the
Laplacians of each layer and D is the inter-layer adjacency matrix. Here, we generalize this study in
multiplex networks consisting of more than two layers, which can be interconnected in various ways
according to the matrix D. It is also possible that, the intra-layer links have different weights than the
links among the layers. We analyze the ratio of these two weights as well as the role of the inter-layer
adjacency matrix on the spectral properties.

[1] E. Cozzo, A. Arenas and Y. Moreno. Phys. Rev. E 86 036115 (2012).
[2] S. Gomez et al. Phys. Rev. Lett. 110 028701 (2013).
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Hierarchies behind failure of heterogeneous media

C. Felipe Saraiva Pinheiro1 and Americo Bernardes2

Universidade Federal de Ouro Preto, Ouro Preto, Brazil
1felpin1@gmail.com
2atbernardes@gmail.com

The study of fracture of composite materials has a distinguished relevance due the broad and ever in-
creasing use of multiphase materials to attend specific needs and/or combine cost and functionality.
Theoretical approaches to the issue include simplified models, yet many times mathematically unfea-
sible, providing information of little practical use. As an alternate approach, lattice models for non-
homogeneous media give the possibility of employing computer simulation to provide predictions or
qualitative answers for the mechanical behaviour of composite materials.
The random fuse network has been one of the most successful lattice models in the last two or three
decades [1, 2, 3, 4, 5, 6]. It places resistive fuses connecting nodes in a lattice, exploring the analogy
between Ohm’s law for conduction and Hooke’s law for elasticity. As an external voltage drop, placed
between two extremities of the network, increases, fuses will burn opening flaws in the lattice. It is the
analogous to cracks growing and/or coalescing in a material as it is subject to tension, with the advan-
tage of dealing with a scalar electrical problem, as opposed to the tensorial mechanical problem.
This model has been historically used with square, cubic or triangular lattices, but always regular lat-
tices. Disorder, thought in a mesoscopic scale, was introduced by removing fuses a priori (dilution) or
statistically giving the fuses different conductances or current thresholds.
This present work proposes that scale-free networks of fuses can describe the fracture process in com-
posite materials without the use of ad hoc introduced disorder. This novel approach requires new ways
of thinking the loading of a network based on its topology instead of its geometry, since node spatial
localization has no clear meaning for this sort of network. Scale-free networks are characterized by the
existence a highly connected node (hub) and a huge amount of poorly connected nodes, resulting in a
power-law distribution of connectivities among nodes. Identified the roles of central (most connected)
and peripheral (least connected) nodes, three load modes are proposed and tested, providing responses
similar to classical cases of composite materials –fiber reinforced and highly porous.
Further analysis of the present model now unveils a correspondence between failure evolution profiles
in heterogeneous materials and the fuse model in scale-free networks, with the hierarchy of load con-
centrators playing a major role. Simulations are also performed with other complex networks: apollonian
networks (which are also scale-free) and random networks. Several conductance distributions were also
tested, which revealed the distinction of universality classes defined only by the load mode and network
type.

[1] L. de Arcangelis, S. Redner and H. Herrmann. J. Physique Lett. 46 L585 (1985).
[2] G.G. Batrouni and A. Hansen. Phys. Rev. Lett. 80(2) 325-328 (1998).
[3] P.M. Duxbury, P.L. Leath and P.D. Beale. Phys. Rev. B 36(1) 367-380 (1987).
[4] L. Lamaignère, F. Carmona and D. Sornette. Phys. Rev. Lett. 77(13) 2738-2741 (1996).
[5] S. Zapperi, P.K.V.V. Nukala and S. Šimunović. Phys. Rev. E 71(2) 026106 (2005).
[6] V.I. Raisanen, M.J. Alava and R.M. Nieminen. MRS Proceedings 409 (1995).
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Sisyphus effect in neural networks with spike timing dependent plasticity

Alessandro Torcini1, Kaare Mikkelsen2 and Alberto Imparato3

1Istituto dei Sistemi Complessi - CNR, Sesto fiorentino (Firenze), Italy;
alessandro.torcini@cnr.it
2Dept. of Physics and Astronomy, Aarhus, Denmark; mikkelsen.kaare@gmail.com
3University of Aarhus, Aarhus, Denmark; imparato@phys.au.dk

We study the collective dynamics of excitatory pulse coupled neural networks with spike timing depen-
dent plasticity (STDP). In the absence of plasticity, the activity of the network exhibits only two stationary
regimes: asynchronous or (partially) synchronous. The introduction of STDP leads to the emergence
of endless irregular oscillations among completely synchronized and asynchronous states, resembling
hippocampus activity during slow-wave sleep. This erratic population dynamics is driven by modifica-
tions in the synaptic weights induced by the level of synchrony in the network. This behavior can be
explained by deriving a mean field equation for the evolution of the synaptic strength. This equation
admits a stable fixed point, whose value depends on the degree of coherence among the neurons. In
particular, synchronous (resp. asynchronous) firing forces the synaptic weights to evolve towards equi-
librium values promoting the emergence of incoherence (resp. coherence) in the network. Therefore,
STDP opposes to the relaxation of the system in a stationary macroscopic state inducing continuous
oscillations between less and more synchronized states.
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CT12: Dynamics of coupled oscillators

Phase dynamics of limit-cycle oscillators subjected to strong perturbations

Wataru Kurebayashi1, Sho Shirasaka2 and Hiroya Nakao3

Tokyo Institute of Technology, Tokyo, Japan
1kurebayashi.w.aa@m.titech.ac.jp

Synchronization of limit-cycle oscillators are ubiquitous in nature and has been studied over the years. To
analyze the synchronization dynamics of limit-cycle oscillators, the phase-reduction method has proven
to be a useful tool [1], but the conventional formulation is applicable only when the perturbation is suf-
ficiently weak. In the present study, we propose a generalized phase-reduction method, which is appli-
cable to strongly perturbed limit-cycle oscillators, if the perturbation can be decomposed into a slowly
varying component and remaining fluctuation.
We consider a limit-cycle oscillator whose dynamics depends on a time-varying parameter I(t) ∈ Rm
representing general perturbations. It is described by

Ẋ(t) = F (X(t), I(t)), (1)

where X ∈ Rn is a state variable representing the state of the oscillator and F ∈ Rn is a vector field
representing the oscillator dynamics. We assume that F has a family of stable limit-cycle solutions
X(t) = X0(t, I) for each constant I in an open subset A of the parameter space and no bifurcation oc-
curs within A. Unlike the conventional phase-reduction method, we define a generalized phase Θ(X, I)
that is equivalent to the conventional phase at each constant I and smoothly depends on I. We further
assume that the time-varying parameter I(t) can be decomposed into a slowly varying component q(εt)
and the remaining weak fluctuation σp(t), i.e., I(t) = q(εt) + σp(t), where ε and σ are sufficiently small
parameters. Under these assumptions, we introduce a phase variable θ(t) = Θ(X(t), q(εt)), whose
evolution is described by

θ̇ = ω(q(εt)) + σζ(θ, q(εt)) · p(t) + εξ(θ, q(εt)) · q̇(εt) +O(σ2, ε2, σε), (2)

which is a generalized phase equation that we propose in the present study, where ω(I) ∈ R is a natural
frequency of the oscillator at constant I, and ζ(θ, I) ∈ Rm and ξ(θ, I) ∈ Rm are generalized phase
sensitivity functions characterizing phase response of the oscillator to applied perturbations. Equation
(2) is closed in θ and can be analyzed as easily as a conventional phase equation.
We will show that Eq. (2) can be used to analyze the dynamics of strongly perturbed oscillators, which
cannot be analyzed by the conventional method. As an example, we analyze phase locking of limit-cycle
oscillators to strong periodic forcing, whose orbit is largely deformed due to the forcing.

[1] Y. Kuramoto. Chemical Oscillations, Waves and Turbulence. Dover, New York, 2003.
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Sequential switching activity in ensembles of excitatory and inhibitory coupled
oscillators

Grigory Osipov

Nizhny Novgorod University, Nizhny Novgorod, Russia; osipov@vmk.unn.ru

The heteroclinic cycles and channels are mathematical images of sequential switching activity in neu-
ral ensembles. Present a phenomenological model of such activity. The model is based on coupled
Poincare systems. The existence of heteroclinic cycles and channels is shown.
Many dynamic processes in ensembles of coupled oscillatory systems demonstrate sequential switching
activity between the individual elements and (or) groups of elements. Such sequential activity in neural
network may be associated with different physiological functions of the nervous system [1]. Generation
and distribution of sequences of excitation between the individual elements, as well as between groups
of elements, play a critical role in functioning of the brain and the nervous system as a whole. For ex-
ample, it is well known that such activity is an inherent property in sensory and motor neural systems
of animals [2]. In addition, certain parts of a bird’s brain generate sequences of burst activity. This
sequences control the vocal apparatus and provide a song [3]. Other examples of the key roles played
by the sequence of excitation in neural networks can be found in [4].
Sequential activity in oscillatory networks can be considered in terms of nonlinear dynamics. Thus,
formation of a stable heteroclinic cycle in the phase space of corresponding dynamical system. This
dynamical system simulates the activity of the network, can be the cause of such activity [5]. The basis
principle of the generation of sequential switchings activity is the winnerless competition principle [6].
The essence of this principle is existence in the phase space of stable heteroclinic cycle between the
trajectories of saddle type (saddle equilibrium points, saddle limit cycles) [7]. Passage of the phase
point in the neighborhood of a certain saddle trajectory corresponds to activation of specific oscillators
or groups of them. All such trajectories in the vicinity of heteroclinic cycle form heteroclinic channel.
Thus, a stable heteroclinic channel in the phase space can be considered as a mathematical image of
the sequential switching activity in ensembles of oscillators.
We study the question of the existence of a stable heteroclinic cycle between saddle limit cycles.

[1] M.A. Komarov, G.V. Osipov, J.A.K. Suykens and M.I. Rabinovich. Chaos 19 015107 (2009).
[2] M.I. Rabinovich, P. Varona, A.I. Selverston and H.D.I. Abarbanel. Rev. Mod. Phys. 78 1213 (2006).
[3] R.H.R. Hahnloser, A.A. Kozhevnikov and M.S. Fee. Nature 419 65 (2002).
[4] R. Galan, S. Sasche, C.G. Galicia and A.V. Herz. Neur. Comput. 16 999 (2004); R. Levi, P. Varona,

Y.I. Arshavsky, M.I. Rabinovich and A.I. Selverstone. J. Neurophysiol. 91 336 (2004).
[5] P. Ashwin, O. Burylko and Y. Maistrenko. Physica D 237 454 (2008); P. Ashwin and M. Field. Arch.

Ration. Mech. Anal. 148 107 (1999).
[6] P. Seliger, L.S. Tsimring and M.I. Rabinovich. Phys. Rev. E 67 011905 (2003).
[7] V.S. Afraimovich, M.I. Rabinovich and P. Varona. Int. J. Bif. and Chaos 14 1195 (2004); V.S.

Afraimovich, V.P. Zhigulin and M.I. Rabinovich. Chaos 14 1123 (2004).
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Mean field and mean ensemble frequencies of a system of coupled oscillators

Spase Petkoski1, Aneta Stefanovska2, Dmytro Iatsenko3 and Lasko Basnarkov4

1Lancaster University, Lancaster, UK; s.petkoski@lancaster.ac.uk
2Lancaster University, Lancaster, UK; aneta@lancaster.ac.uk
3Lancaster University, Lancaster, UK; d.iatsenko@lancaster.ac.uk
4Ss. Cyril and Methodius University, Skopje, Macedonia; lasko.basnarkov@gmail.com

Since the building units of the Kuramoto model [1] are defined by their natural frequencies, the macro-
scopic dynamics of any system consisting of interacting oscillators is also characterized by some aver-
age frequency. There are, however, two different quantities can be used for this: the effective frequency
to which synchronized oscillators are locked, and the average frequency of all the oscillators, locked
and unlocked, that belong to the observed system. The former represents the natural macroscopic
frequency, whilst the latter is the microscopically averaged mean frequency. We shall call these respec-
tively the mean field frequency and the mean ensemble frequency. [2]
Although there is no reason in general for these distinct frequency definitions to coincide, insufficient at-
tention has been paid to formulating them for different parameters. Due to the equality of the frequencies
in the symmetrical cases that were mostly studied, they were used interchangeably and without verifi-
cation, even when they differed (e.g. see [3]). However, we wish to consider scenarios that most closely
resemble actual physical or natural phenomena: in particular, models with asymmetrically distributed
frequencies, phase-shifted coupling function, or asymmetric couplings of opposite sign. For these we
show that the frequencies always differ and have non-trivial values. Moreover, whenever the population
is experiencing a traveling wave state [3, 4, 5]), the locking of the oscillators occurs at a frequency dif-
ferent from the mean of the instantaneous frequencies.
Hence, one should be extremely cautious when the measured frequency of a population is interpreted
and then compared with a theoretical model. Additionally, in inverse problems or in experiments it is
often only the macroscopic parameters that can be obtained, meaning that a clear interpretation of the
observed mean frequency is always needed.

[1] Y. Kuramoto. Chemical Oscillations, Waves, and Turbulence. Springer-Verlag, Berlin, 1984.
[2] S. Petkoski, D. Iatsenko, L. Basnarkov and A. Stefanovska. Preprint Phys. Rev. E (2013).
[3] H. Hong and S.H. Strogatz. Phys. Rev. Lett. 106 054102 (2011).
[4] H. Sakaguchi and Y. Kuramoto. Prog. Theor. Phys. 76 576 (1986).
[5] L. Basnarkov and V. Urumov. Phys. Rev. E 78 011113 (2008).
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Complex dynamics and invariant tori in low-dimensional ensembles of oscilla-
tors.

Alexander Petrovich Kuznetsov1, Igor Rustamovich Sataev2and
Ludmila Vladimirovna Turukina3

1Kotel’nikov’s Institute of Radio-Engineering and Electronics of RAS, Saratov, Russia;
apkuz@rambler.ru
2Saratov Branch, Saratov, Russia; sataevir@rambler.ru
3Kotel’nikov’s Institute of Radio-Engineering and Electronics of RAS, Saratov, Russia;
lvtur@rambler.ru

The case of two coupled oscillators is a classical [1]. But already the case of three coupled oscillators is
complicated. Despite some features were known for a long time [2, 3], the general picture was formed
not so long ago [4, 5, 6]. In the above references it was shows that the addition of each new oscillator
significantly complicates the picture of the dynamical regimes and bifurcations. In present work we
further increase the number of oscillators in the models and study ensembles of four or five elements.
Here, we discuss the following fundamental questions.
How the results obtained for the phase model and for the original system of van der Pol oscillators
correlate? What are the scenarios of birth of higher dimensional tori? What is the difference between the
synchronization properties of the chain and network? How the possibility of in-phase or counter-phase
synchronization of the pairs of elements demonstrates itself in the dynamics of ensemble? To answer
these questions, we discuss and compare the scenarios and bifurcations for the phase model and a
system of van der Pol oscillators. We are interested in embedding of the regions of regimes of different
types in the parameter space of eigen-frequencies and coupling parameter. Phase model permits to
illustrate a saddle-node bifurcation of tori of increasing dimension. For the original system there is a new
opportunity - quasiperiodical Hopf bifurcation [7]. The increase in the number of oscillators allows to
observe the resonance Arnold web based on the tori of different dimension. We show that under certain
conditions the network of five oscillators allows to realize Landau-Hopf scenario, that is a possibility of
the cascade (up to five steps here) of quasiperiodical Hopf bifurcations for the tori of higher and higher
dimension. Comparison of the synchronization features for the chain and the network reveals a number
of differences, in particular, in the organization of the region of the global synchronization, the number
of the tongues of resonant tori, etc. The dynamics of networks is illustrated in the case of both in-phase
and counter-phase synchronization of the pairs of elements. That is of interest to the problems in laser
physics [8].
This research was supported by RFBR and DFG grant No. 11-02-91334-NNIO.

[1] A. Pikovsky, M. Rosenblum and J. Kurths. Synchronization. Cambridge, 2001.
[2] C. Baesens et al. Physica D 49 387 (1991).
[3] P.S. Linsay and A.W. Cumming. Physica D 40 196 (1989).
[4] Y. Maistrenko et al. Phys. Rev. Lett. 93 084102 (2004).
[5] V. Anishchenko et al. Europhysics Letters 86 30003 (2009).
[6] Y.P. Emelianova et al. Physica D 244 36 (2013).
[7] H. Broer et al. Regular and Chaotic Dynamics 16 154 (2011).
[8] A.I. Khibnik et al. Physica D 111 295 (1998).
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Emerging of new classical structures in coupled chaotic microcavities

Jung-Wan Ryu1, Soo-Young Lee2, Martina Hentschel3 and Sang Wook Kim4

1Pusan National University, Busan, Korea; jungwanryu@gmail.com
2Max Planck Institute for the Physics of Complex Systems, Dresden, Germany;
3Ilmenau University of Technology, Ilmenau, Germany;
4Pusan National University, Busan, Korea;

Coupling of physical systems can make new classical structures which do not exist in a individual sys-
tem. For example, the synchronization is most famous phenomenon in coupled nonlinear oscillators,
which means that all variables of two systems become equal after transient time [1]. To achieve a syn-
chronization, the synchronization manifold are needed, which emerges by the coupling of systems. In
coupled microdisks, the attracting island structures which is called quasiattractor also appear due to cou-
pling of two microdisks and the quasiattractors correspond to the intensity patterns of resonant modes
[2, 3]. In this work, we report an abnormal high-Q modes in coupled chaotic microcavities, which are
localized on new classical structure emerging from coupling.

[1] A.S. Pikovsky, M.G. Rosenblum and J. Kurths. Synchronization—A Universal Concept in Nonlinear
Sciences. Cambridge University Press, Cambridge, 2001.

[2] J.-W. Ryu and M. Hentschel. Phys. Rev. A 82 033824 (2010).
[3] J.-W. Ryu, M. Hentschel and S.W. Kim. Phys. Rev. E 85 056213 (2012).
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Characterizing the dynamics of a semiconductor laser with optical feedback and
modulation using ordinal analysis

Andrés Aragoneses Aguado1, Taciano Sorrentino2, Maria Carme Torrent3 and
Cristina Masoller4

Universitat Politecnica de Catalunya, Terrassa, Spain
1andres.aragoneses@upc.edu

Semiconductor lasers subject to optical feedback and/or injection, are paradigmatic nonlinear systems,
allowing experimental observation of a great variety of nonlinear behaviors. Here we focus on the com-
plex dynamics arising due to the interplay of intrinsic laser nonlinearities, time-delayed feedback, and an
external periodic forcing in the form of a direct modulation of the laser pump current.
For low to moderate feedback, and for pump currents close to solitary threshold, the laser presents
sudden, irregular dropouts of its power output. This regime is referred to as low frequency fluctuations
(LFFs). In the presence of a small modulation of the pump current, the LFF events tend to occur at the
same phase in the drive cycle so that the inter dropout intervals (IDIs) become multiples of the modu-
lation period. For increasing modulation amplitude the IDIs become progressively smaller multiples of
the modulation period. Here, we use a method of time-series analysis that allows to infer the degree of
stochasticity and determinism in the sequence of intensity dropouts. For each value of the modulation
amplitude and frequency, the experimental sequence of IDIs is transformed into a sequence of ordi-
nal patterns (OPs) of length D, by considering the relative length of D consecutive IDIs. This symbolic
transformation keeps the information about the correlations in the dropout sequence and the short-time
memory in the system, but neglects the information contained in the duration of the IDIs.
We compute the probabilities of the different words in the sequence, as well as the transition probabilities
from one word to the next. We show that they vary with the modulation amplitude (or with the modulation
frequency) and their variations allow identifying qualitative changes in the dynamics of the laser.
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Distinguishing deterministic and noise-driven power-dropout events in semicon-
ductor lasers with delayed feedback

Konstantin Hicke1, Xavier Porte2 and Ingo Fischer3

Institute for Cross-Disciplinary Physics and Complex Systems - IFISC (CSIC-UIB), Palma de Mallorca,
Spain
1konstantin@ifisc.uib-csic.es
2xavier@ifisc.uib-csic.es
3ingo@ifisc.uib-csic.es

Semiconductor lasers with delayed feedback exhibit a variety of complex dynamical behaviours and thus
serve as ideal testbeds for the study of delay-dynamics, chaos synchronization and its applications. The
dynamics of semiconductor lasers subject to time-delayed feedback might be affected by an intricate
interplay between deterministic mechanisms and intrinsic noise, the latter resulting from spontaneous
emission and carrier fluctuations. Operating such a laser system close to its lasing threshold and at
intermediate feedback strengths leads to a characteristic dynamical regime called Low Frequency Fluc-
tuations (LFF). It is characterized and structured by irregular sudden power-dropouts, which designate
the end of a dynamical cycle. The dropouts occur when the trajectory in phase space comes too close
to an unstable antimode and is ejected towards the solitary laser mode [1].
There has been a lively discussion about how and when the LFF dynamics of a semiconductor laser in
the chaotic regime is dominated by deterministic mechanisms or by stochastic processes [2], [3], [4], [5].
Numerical studies have shown that the qualitative features of the LFF regime in semiconductor lasers
can be obtained without intrinsic noise. Nevertheless, noise could indeed affect the dynamics and in-
duce dropout events, thereby shortening the LFF-cycle compared to a noiseless situation.
So far, most investigations to identify whether deterministic mechanisms or stochastic processes domi-
nate the dropout behaviour have been based on statistical measures. In our contribution, we propose an
event-based approach allowing to identify which power-dropouts in the LFF regime are deterministically
induced by the feedback signal and not by noise. The approach we present is based on synchronization
with a twin laser. Two semiconductor lasers with feedback that are coupled via a relay can exhibit iden-
tical synchronization of their outputs [6]. Their synchronization manifold is identical with the dynamics
of an individual laser with feedback. We argue that if the lasers’ intensities drop synchronously, the
power-dropouts are induced by the deterministic mechanism of the feedback signal. If a dropout was
noise-induced, the likelihood that this would happen simultaneously in both lasers is marginal.
Our analysis provides results for the ratio of dropouts induced by deterministic mechanisms. In particular
we address the dependence of this ratio on the noise strength and on the lasers’ pump current.
In experiments we have observed that two semiconductor lasers pumped close to threshold and coupled
as described above, exhibit LFF-dropouts which occur synchronously about 80% of the time. This result
is supported by numerical simulations based on a rate-equation model. The simulations show that the
ratio of synchronous dropouts decays with increasing noise strength. Notably, this ratio is not much
affected by the pump current, even for values close to threshold.
The method we present and the results provide insights into the effect of competing deterministic and
stochastic processes in a delay dynamical system. In addition, they help to identify appropriate opera-
tional conditions for experimental applications based on chaos synchronization.

[1] T. Sano. Phys. Rev. A 50 3 (1994).
[2] A. Hohl, H.J.C. van der Linden and R. Roy. Opt. Lett. 20 23 (1995).
[3] T. Heil, I. Fischer and W. Elsässer. Phys. Rev. A 58 4 (1998).
[4] T. Heil, I. Fischer, W. Elsässer, J. Mulet and C.R. Mirasso. Opt. Lett. 24 18 (1999).
[5] J. Tiana-Alsina, J.M. Buldú, M.C. Torrent and J. Garcia-Ojalvo. Phil. Trans. R. Soc. A 368 367

(2010).
[6] I. Fischer, R. Vicente, J.M. Buldu, M. Peil, C.R. Mirasso, M.C. Torrent and J. Garcia-Ojalvo. Phys.

Rev. Lett. 97 123902 (2006).
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Strong and weak chaos in networks of semiconductor lasers with time-delayed
couplings

Thomas Jüngling1, Sven Heiligenthal2, Otti D’Huys3, Diana Alejandra
Arroyo-Almanza4, Miguel Cornelles Soriano5, Ingo Fischer6 and Ido Kanter7

1Instituto de Física Interdisciplinar y Sistemas Complejos, IFISC (UIB-CSIC), Palma de Mallorca,
Spain; thomas@ifisc.uib-csic.es
2Institute of Theoretical Physics, University of Würzburg, Würzburg, Germany;
sven.heiligenthal@physik.uni-wuerzburg.de
3Institute of Theoretical Physics, University of Würzburg, Würzburg, Germany;
4Centro de Investigaciones en Óptica, León, México;
5IFISC (UIB-CSIC), Campus Universitat de les Illes Balears, Palma de Mallorca, Spain;
6IFISC (UIB-CSIC), Campus Universitat de les Illes Balears, Palma de Mallorca, Spain;
7Department of Physics, Bar-Ilan University, Ramat-Gan, Israel;

We study the dynamics of semiconductor lasers both with time-delayed feedback and in small networks
with time-delayed couplings. On the background of the theory of strong and weak chaos in delay sys-
tems [1], the dependencies of the maximum Lyapunov exponent on system parameters are considered
analytically and demonstrated with simulations of the Lang-Kobayashi model. With increasing feedback
strength the system exhibits the sequence weak-strong-weak chaos, where each regime is character-
ized by the typical scaling of the Lyapunov exponent with the delay time. The scaling at the transition
between strong and weak chaos is discussed. An invariance of the dynamics for different pump currents
is shown and related to a rescaling of the equations of motion. Further, we address the question, to
which extent it is possible to distinguish between strong and weak chaos only by means of the laser
trajectory. Correlation functions from an experimental setup of semiconductor lasers are compared to
the numerical results, qualitatively indicating the different types of chaos. The analogy between weak
chaos in a single feedback system and generalized synchronization in coupled systems is shown. We
give an outlook on the general task of determining the underlying functional relationships by which these
dynamical states are characterized.

[1] S. Heiligenthal et al. Phys. Rev. Lett. 107 234102 (2011).
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Experimental characterization of laser droplet generation dynamics

Alexander Kuznetsov1, Andrej Jeromen2 and Edvard Govekar3

1University of Ljubljana, Ljubljana, SI-1000; alexander.kuznetsov@fs.uni-lj.si
2Faculty of Mechanical Engineering, Ljubljana, Slovenia; andrej.jeromen@fs.uni-lj.si
3Laboratory of Synergetics, Ljubljana, SI-1000; edvard.govekar@fs.uni-lj.si

Metal droplets have many potential applications in joining and 3D structuring. The laser droplet gener-
ation (LDG) is a novel process, which is used to generate a drop on demand from a metal wire. In the
process a ring shaped laser beam is used as energy source for melting of the wire-end which is coaxi-
ally fed to the laser beam focus. From the molten wire-end a droplet under the action of the gravity and
surface tension forces a pendant droplet is formed. The properties of the ring shaped laser beam focus
enables detachment of pendant droplet on demand by Relay-Plateau instability of molten wire column
which takes place above the neck of the pendant droplet due to the fast heating of this area by the laser
beam. The main process parameters are laser power pulse, wire feeding parameters and position hn
of the laser beam focus with respect to initial position of the wire-end. For the purpose of process pa-
rameters optimization from the dynamic point of view, the influence of parameters on droplet dynamics
should be known. In this paper the results of experimental characterization of the droplet formation and
detachment dynamics with respect to the process parameters is presented. To describe the dynamics
of LDG process, high speed IR camera images were used. From the IR images, the vertical and lateral
oscillations of the droplet gravity point were extracted for quantitative characterization of the droplet dy-
namics. Additionally the process outcome was characterized by the diameter and surface temperature
of pendant droplet. The temperature was measured by a 2-color pyrometer during droplet formation
process. In the experiments the influence of the pulse power shape on the dynamics of pendant droplet
formation process was investigated for several pendant droplet diameters. Formation of pendant droplet
without and with the wire feeding during the laser pulse duration was considered. Results of pendant
droplet formation experiments show that dynamics of pendant droplet depends on laser pulse power
shape. The amplitude and decay time of the pendant droplet vertical and lateral oscillations during the
formation process can be significantly decreased by using optimal (exponential power shape like) laser
formation pulse and proper feeding of the wire. Low amplitude lateral oscillation of short duration assures
that formed pendant droplet is coaxial to the wire-end what is important for the forthcoming successful
detection. In addition to pendant droplet dynamic, the influence of the position of ring shaped laser focus
with respect to the position of the pendant droplet neck hn and the influence of droplet diameter on the
dynamics of detached droplet was investigated. Successful detachment of pendant droplet of certain
diameter takes place only in particular range of distances hn between the neck of pendant droplet and
the ring shaped laser beam focus spot. It has been observed that detached droplets can also have very
different dynamics and trajectories with respect to hn. In certain cases the droplet that is detached can
be even reattached.
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Chaotic canard explosions in a slow-fast nonlinear optomechanical oscillator

Francesco Marino1 and Francesco Marin2

1CNR-Istituto dei Sistemi Complessi, Florence, Italy; francesco.marino@isc.cnr.it
2University of Florence, Florence, Italy; marin@fi.infn.it

In the last few years suspended-mirror resonators have become a research hot-topic, since they are
ideal candidates for many quantum optics experiments [1]. In particular, the radiation-pressure cou-
pling between the intracavity field and the mirror motion could enable the generation of nonclassical
states of light, quantum nondemolition measurements of the field quadratures and eventually the cre-
ation entangled states of light and mirrors. However, even for light powers lower than those required for
these experiments, the action of radiation pressure and photothermal effect (i.e. thermal expansion of
the mirrors due to the absorbed intracavity light) becomes highly nonlinear. Since such processes are
competing and are governed by very distinct time-scales, the dynamics of optomechanical resonators
display special features, typically observed in high-dimensional slow-fast systems. Here we present an
experimental study of these phenomena.
Typically, two-dimensional slow-fast systems undergo a supercritical Hopf bifurcation in which the at-
tractor changes from a stable equilibrium to stable relaxation oscillations. The transition from the (Hopf)
subthreshold oscillations to the relaxational regime, referred to as canard explosion [2], occurs within an
exponentially small range of a control parameter, in which the system trajectories closely follow for some
time also the repelling part of a slow manifold (equilibria of the fast sub-system).
Here instead, the initial Hopf bifurcation is followed by a period-doubling cascade and subsequent
chaotic canard explosions, where large-amplitude relaxation spikes are separated by an irregular num-
ber of subthreshold oscillations [3]. The experimental results are reproduced and explained by means
of a detailed physical model. We eventually show that these dynamics, as well as the structure and
the stability of the slow-manifold, are fully compatible with those observed in a three-dimensional exten-
sion of FitzHugh-Nagumo model [4], where the motion on the fast manifold includes inertial terms, thus
becoming, by necessity, two-dimensional [5].

[1] T.J. Kippenberg and K.J. Vahala. Science 321 1172 (2008); F. Marquandt and S.M. Girvin. Physics
2 40 (2009).

[2] E. Benoit, J.-L. Callot, F. Diener and M. Diener. Collect. Math. 32 37 (1981).
[3] F. Marino and F. Marin. Phys. Rev. E 83 015202(R) (2011).
[4] R. FitzHugh. J. Biophys. 1 445 (1961); J. Nagumo, S. Arimoto and S. Yoshizawa. Proc. IRE 50 2061

(1962).
[5] F. Marino, F. Marin, S. Balle and O. Piro. Phys. Rev. Lett. 98 074104 (2007).
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Effects of nonlinear diffusion on biological population spatial patterns

Eduardo Colombo1and Celia Anteneodo2

PUC-Rio, Rio de Janeiro, Brazil
1eduardo.colombo@fis.puc-rio.br
2celia.fis@puc-rio.br

Anomalous diffusion is a realistic feature in the dynamics of many biological populations. Motivated by
this observation, we investigate its implications in a paradigmatic model for the evolution of a single
species density u(x, t), the Fisher equation, which includes growth and competition in a logistic term
and spreading through normal diffusion. Actually, we consider a generalization of Fisher equation with
a nonlocal competition term, which has been shown to give rise to spatial patterns. We generalize the
diffusion term through the nonlinear form ∂tu = D∂xxu

ν (with D, ν > 0), encompassing the cases
where the state-dependent diffusion coefficient either increases (v > 1) or decreases (v < 1) with the
density, yielding subdiffusion or superdiffusion, respectively. By means of numerical simulations and
analytical considerations, we display and discuss how that nonlinearity alters the phase diagram.

[1] E.H. Colombo and C. Anteneodo, "Nonlinear diffusion effects on biological population spatial pat-
terns", Phys. Rev. E 86 036215 (2012).

Spatial constraints in the distribution of linguistic diversity

Jose A. Capitan1, Jacob B. Axelsen2 and Susanna C. Manrubia3

1Consejo Superior de Investigaciones Cientificas, Madrid, Spain;
joseangel.capitan@cab.inta-csic.es
2Tel Aviv University, Ramat Aviv, Israel; jacob.bock@gmail.com
3Consejo Superior de Investigaciones Cientificas, Madrid, Spain;
scmanrubia@cab.inta-csic.es

The distribution of human linguistic groups has many quantitative aspects parallel to the patterns exhib-
ited by biological species. In particular, the area spanned geographically by a species and its population
follow an allometric relationship. The same patterns have been observed for linguistic groups in the
distribution of home ranges’ areas and the number of speakers of each group. Moreover, the distribution
of both area and population are well fitted by log-normal functions. The empirical evidence accumulated
for the population-area relationship and the log-normal behavior of the distributions were recently used
by Manrubia et al. [1] to develop a demographic dynamics that include conflicts over territory due to spa-
tial growth. However, explicit spatial interactions between conflicting groups are not considered under
this mean-field approach. In this contribution we couple the demographic growth with spatial restrictions
through a network of neighboring groups. Our model predicts a long-tailed degree distribution in the
network of spatial neighbors, and we find a very good agreement with empirical degree distributions. In
addition, the correlation of area and population with degree, as well as the distribution of shortest-path
lengths over the network, are correctly described by the model. Moreover, since our model networks are
topologically different from classical families of networks, our results may have implications on the way
in which human groups interact with each other.

[1] S.C. Manrubia, J.B. Axelsen and D.H. Zanette. "Role of demographic dynamics and conflict in the
population-area relationship for human languages". PLoS ONE 7(7) e40137 (2012).
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Spatial correlations in nonequilibrium reaction-diffusion problems by the Gille-
spie algorithm

Jose M. Ortiz de Zárate1 and Jorge Luis Hita2

Universidad Complutense, Madrid, Spain
1jmortizz@fis.ucm.es

We present a numerical study of the spatial correlation functions of a one-dimensional reaction-diffusion
system in both equilibrium and out of equilibrium. For the numerical simulations we have employed the
Gillespie algorithm dividing the system in cells to treat diffusion as a chemical process between adja-
cent cells. We find that the spatial correlations are spatially short ranged in equilibrium but become
long ranged in non-equilibrium. These results are in good agreement with theoretical predictions from
fluctuating hydrodynamics for a one-dimensional system and periodic boundary conditions. Ultimately,
the spatially long-ranged nature of correlations in nonequilibrium reaction-diffusion is the physical mech-
anism behind the appearance of Turing patterns.

On the stability of kink-like and soliton-like solutions of the generalized
convection-reaction-diffusion equation

Vsevolod Vladimirov

AGH University of Science and Technology, Krakow, Poland; vsevolod.vladimirov@gmail.com

We discuss the stability of traveling wave (TW) solutions of the following family of convection-reaction-
diffusion equations:

τutt + ut + g(u)ux = [κ(u)ux]x + f(u). (1)

Equation (1) can be formally introduced if one changes in the balance equation the convenient Fick’s law
J(t, x) = −∇q(t, x), stating the generalized thermodynamical flow-force relations, with the Cattaneo’s
equation τ pJ(t,x)

pt + J(t, x) = −∇q(t, x), which takes into account the effects of memory.
Physically meaningful TW solutions to Eq. (1), such as periodic, kink-like and, soliton-like solutions,
compactons, shock fronts, cuspons, and many other are either shown to exist or exactly constructed in
papers [1, 2, 3, 4, 5, 6].
The aim of this report is to analyze the spectral stability of kink-like and soliton-like TW solutions of
the equation (1). For the kink-like solutions the conditions assuring the spectral stability are given in
explicit form. The soliton-like solutions supported by Eq. (1) seem to be unstable. For g(u) = 0
and κ(u) = const it is the consequence of the Sturm oscillation theorem. In more general cases the
situation is not clear enough, yet the numerical experiments performed with different κ(u), g(u) and
f(u), for which the source equation possesses the solitary-wave solutions of different types, reveal the
instability in the wide range of the parameters’ values.

[1] V. Vladimirov and E. Kutafina. Rep. Math. Physics 54 261 (2004).
[2] V. Vladimirov and E. Kutafina. Rep. Math. Physics 56 421 (2005).
[3] V. Vladimirov and E. Kutafina. Rep. Math. Physics 58 465 (2006).
[4] V. Vladimirov and Cz. Ma̧czka. Rep. Math. Physics 60 317 (2007).
[5] E. Kutafina. Journ. of Nonlinear Mathematical Physics 16 517-519 (2009).
[6] V. Vladimirov and Cz. Ma̧czka. Rep. Math. Physics 65 141 (2010).
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Selection of spiral waves in excitable media with a phase wave at the wave back

Vladimir Zykov1 and Eberhard Bodenschatz2

Max Plank Institute for Dynamics and Self-Organization, Goettingen, Germany
1vladzykov@gmail.com
2eberhard.bodenschatz@ds.mpg.de

A free-boundary approach is elaborated to derive universal relationships between the medium excitability
and the parameters of a rigidly rotating spiral wave in excitable media, where the wave front is a trigger
wave and the wave back is a phase wave. Two universal limits restricting the existence domain of spiral
waves and a smooth transition between these two limits are demonstrated. The predictions of the free-
boundary approach are in good quantitative agreement with the results from numerical reaction-diffusion
simulations.
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Biophysical origins of the second pitch-shift effects

Florian Gomez1, Stefan Martignoli2 and Ruedi Stoop3

1University of Zurich and ETH Zurich, Zurich, Switzerland; fgomez@ini.phys.ethz.ch
2University of Applied Sciences HSR, Rapperswil, Switzerland; smartign@hsr.ch
3University of Zurich and ETH Zurich, Zurich, Switzerland; ruedi@ini.phys.ethz.ch

It has been known for a long time that the perceived pitch of a complex harmonic sound changes if the
partials of the sound are shifted in frequency by a fixed amount. Based on simple nonlinear modeling,
approximate rules for the shift of the pitch shift could be given (first pitch shift law). In psychoacoustic ex-
periments, however, clear deviations from these predictions were observed (second pitch-shift effects).
This raised the question of whether these deviations are due to the biophysics of the nonlinear hear-
ing sensor, the cochlea, or an artifact generated higher up in the auditory pathway. In this article, we
demonstrate that the second pitch-shift is generated in the cochlea, and that both combination-tone gen-
eration and low-pass filtering are the key factors responsible for the phenomenon. In particular, we find
that the scaling laws of Hopf cochlea combination tones explain the classical, to date poorly explained
psychoacoustical data of G.F. Smoorenburg (1970).

Evolutionary dynamics of populations with genotype-phenotype map

Esther Ibañez

Centre de Recerca Matemàtica, Barcelona, Spain; esther1987@gmail.com

There is a complex relationship between genotype and phenotype. One of the outstanding features of
this map is that is not a one-to-one map, because many genotypes are compatible with the same pheno-
type. Whereas genes are the entities passed on from one generation to the next and their frequencies
measured over populations (the remit of population genetics), selection acts at the level of phenotypes.
Thus, assigning fitness values to genes (mutant variants, different alleles, etc.) is not, in general, the
valid approach. We are trying to put forward some of new properties we may expect to emerge when the
genotype- phenotype difference is taken into account, both in a general setting and in particular cases
related to disease. We have been focused on formulating models of evolutionary dynamical processes
with genotype-phenotype map, give a definition of phenotype based on the attractors of simple models
of the dynamics gene regulatory networks, and simulate it in order to ascertain its dynamical properties.
We have introduced a bipartite network to study genotype and phenotype together and their structural
relationship. Also a way to understand their structure is to study their clustering coefficient, existence
of communities, which are related to phenotypic robustness, or connectivity between communities (it
means, innovation).
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Heart rate variability analysis and its effectiveness in differentiate diseases

Laurita dos Santos1, Elbert E N Macau2, Joaquim J Barroso3 and Moacir F Godoy4

1National Institute for Space Research - INPE, Sao Jose dos Campos, Brazil;
lauritas9@gmail.com
2National Institute for Space Research - INPE, Sao Jose dos Campos, Brazil;
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4Sao Jose do Rio Preto Medical School, Sao Jose do Rio Preto, Brazil; mf60204@gmail.com

The Heart Rate Variability (HRV) is quantified by the variation between RR intervals that depends on
activity of the sympathetic and parasympathetic systems. Several classification methods have been
proposed and used for a long time from different authors to analyze a RR time series from patients
seeking to differentiate people with a specific disease from the health ones. However, so far it is not
known how effective and general these methods are to classify a group that includes patients with
several different diseases. The fundamental question here is whether there is any methodology that
could be general and effective to be applied to any group of patients with several different diseases.
In this work, based on an extensive comparative analyze we try to answer this question and provide a
road map that can be used with efficiency in differentiate an ill person from a health one. We consider
RR-interval time series from premature newborns, normal newborns, young adults healthy and adults
with severe coronary artery disease and based on our analyze we were able to conceive a very effective
methodology that allow us to properly differentiate a patient with several disease from a healthy person.
This method is based on a supervised learning classifier that is known as Support Vector Machine.

Detecting nonlinear dynamics in human heart rate variability by deterministic
nonlinear prediction

Nina V. Sviridova1 and Kenshi Sakai2

Tokyo University of Agriculture and Technology, Tokyo, Japan
1nina_svr@mail.ru
2ken@cc.tuat.ac.jp

Heart rate variability (HRV) is recognized as an important tool for assessing the state of the cardiovas-
cular system and its dynamics. By itself, however, the mechanism of heart rate (HR) regulation is quite
complex to study due to the variety of factors that contribute to it. In an attempt to improve understanding
of HRV, recent studies have applied methods derived from nonlinear dynamics to such analyses. Non-
linear dynamics tools such as Lyapunov exponents and fractal dimensions have been commonly used
for detecting deterministic chaos in HRV. These methods, however, are not sufficient to detect whether
HR fluctuation is based on deterministic chaos or stochastic processes, whereas nonlinear prediction
allows us to differentiate between random noise and deterministic chaos. In this study, heart rate data
were measured from healthy males aged 25–30 years by a finger photoplethysmogram recorder (BACS
Computer Convenience Inc., Japan). HR signals were recorded in a supine and sitting position for 1 min
40 sec with a sampling step of 0.005 sec. To detect nonlinear dynamics in HRV, coupled with correlation
dimension and Lyapunov exponent calculations, a time delay embedding technique and deterministic
nonlinear prediction method were applied to this time series. Nonlinear prediction was conducted for
both single and several nearest neighbors. The correlation coefficient and relative root mean squared
error between the predicted and real values were calculated. The resulting curve of correlation coeffi-
cient vs. prediction time step, which converged to zero, showed additional evidence of the presence of
underlying nonlinear dynamics in HR fluctuations.
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The interaction of disease spread and information propagation in metapopula-
tion networks

Bing Wang1, Hideyuki Suzuki2 and Kazuyuki Aihara3

11. FIRST, Tokyo, Japan; bingbignmath@gmail.com
2Aihara Innovative Mathematical Modelling Project, Tokyo, Japan; hideyuki@iis.u-tokyo.ac.jp
3Japan Science and Technology Agency, Tokyo, Japan; aihara@sat.t.u-tokyo.ac.jp

In the event of an outbreak, individuals are usually informed about the infection process by media, and
these informed individuals, as information resources, often pass the information to other individuals.
Intuitively, since individuals mobile spatially from one patch to another carrying the information to the
whole network, the process of information propagation may help the informed individuals take a low risk
of infection and thus reduce the prevalence as well. However, different mobility habits, induced by the
behavioral response to the infection, may have different outcomes on the spreading process. Given the
relevance for spreading process, here, we develop a theoretical framework that considers the interaction
of the information propagation and the disease spread, aiming at understanding the impacts of mobility
patterns of informed individuals (information propagation) on the disease spread.
The reaction and diffusion processes modeling the spread of an infectious disease and information
propagation are considered as a two-step process. For the reaction process, since information propaga-
tion process is similar to the disease spreading process, we apply the basic SIS (susceptible-infected-
susceptible) epidemic model to develop the analysis. Therefore, there are totally three states: suscepti-
ble (S), informed (A), and infected (I). The main difference from the SIS model is that each susceptible
individuals may also be informed by contacting an informed individual with a fixed rate. Similar to the
infected individuals, informed individuals may lost the information and turn to susceptible state again, or
they get infected with a reduced transmission rate by contacting infected individuals.
Due to the mobility of individuals, the disease spreads to the whole network. The mobility may be just
random by randomly moving to one of the neighboring patches, or individuals mobile depending on the
behavioral responses such as safety-information-based mobility. By accounting for the behavioral re-
sponse to the infection and through a metapopulation approach, we find that the mobility of informed
individuals crucially affects the disease spreading process. The two invasion thresholds of the disease
spread and the information propagation, Rd0 and Ra0 determine the existence of the disease or that of
the information. Both theoretical analysis and numerical results show that the behavior affects the final
prevalence as well as the invasion threshold.
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New theory of intermittency. Effect of noise on the length probability density

Ezequiel del Rio1, Serigo Elaskar2 and Valeri A. Makarov3

1E.T.S.I. Aeronauticos. UPM., Madrid, Spain; ezequiel.delrio@upm.es
2Facultad de Ciencias Exactas, Cordoba, Argentina; selaskar@efn.uncor.edu
3Fisicas y Naturales, Madrid, Spain; vmakarov@mat.ucm.es

Intermittency is a specific route to the deterministic chaos when spontaneous transitions between lam-
inar and chaotic dynamics occur. The concept of intermittency has been introduced by Pomeau and
Maneville in the context of the Lorenz system [1, 2]. Later it has been found that transition to chaos
through intermittency occurs in periodically forced nonlinear oscillators, Rayleigh-Bénard convection,
derivative nonlinear Schrödinger equation, turbulence evolution in hydrodynamics, and plasma physics.
According to the type of instability in the laminar phase, the intermittency phenomena are usually clas-
sified in three classes called I, II, and III.
The main attribute of intermittency is a global reinjection mechanism that maps trajectories of the sys-
tem from the chaotic region back into the local laminar phase. This mechanism can be described by the
corresponding reinjection probability density (RPD). The RPD is a fundamental property of intermittency,
determined by the chaotic dynamics of the system. Correct characterization of intermittency allows us
to study problems with partially known governing equations in medicine and economics. Analytical ex-
pressions for the RPD are available for a few problems only. In the remaining cases the RPD must be
obtained using experimental or numerical data.
Here we present a method to investigate the RPD in systems showing Type-I, II, or III intermittency.
We generalize the classical analytical expressions for the RPD. This offers accurate description of the
probability density of the laminar length and characteristic relation from experimental or numerical data
[3, 4, 5, 6].
Noise may have strong impact on the intermittency phenomena. However, no work focused on the effect
of noise on the RPD. Here we present an analytical approach to the noise reinjection probability density.
To illustrate the method we use 1D maps and describe the general mechanism generating the RPD. We
show that this mechanism is robust against the noise.
This work was supported by the former Spanish Ministry of Science and Innovation (FIS2010-20054), by
the CONICET under Project PIP 11220090100809, and by grants of the National University of Córdoba
and MCyT of Argentina.

[1] P. Manneville and Y. Pomeau. Phys. Lett. A 75 1-2 (1979).
[2] Y. Pomeau and P. Manneville. Commun. in Math. Phys bf 74 189-197 (1980).
[3] E. del Rio and S. Elaskar. "New Characteristic Relations in Type-II Intermittency". Int. J. of Bifurcation

and Chaos 20 1185-1191 (2010).
[4] S. Elaskar, E. del Rio and J.M. Donoso. "Reinjection probability density in type-III intermitency".

Physica A 390 2759 (2011).
[5] E. del Rio, M.A.F. Sanjuán and Sergio Elaskar. "Effect of noise on the reinjection probability density

in intermittency". Communication in Nonlinear Science and Numerical Simulation (2012).
[6] E. del Rio, S. Elaskar and M. Donoso. "Laminar length and characteristic relation in type-I intermi-

tency". Communication in Nonlinear Science and Numerical Simulation submitted.
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Universal scaling of Lyapunov-exponent fluctuations in space-time chaos

Diego Pazó1, Juan Manuel López2 and Antonio Politi3

1Instituto de Física de Cantabria (CSIC), Santander, Spain; pazo@ifca.unican.es
2Instituto de Física de Cantabria (CSIC), Santander, Spain; lopez@ifca.unican.es
3Institute for Complex Systems and Mathematical Biology, Aberdeen, United Kingdom;
a.politi@abdn.ac.uk

Finite-time Lyapunov exponents of generic dynamical systems fluctuate in time. These chaotic fluctua-
tions make the amplitudes of the Lyapunov vectors to wander around a pure exponential growth. A very
recent numerical study [1] in several systems with space-time chaos has shown that these fluctuations
obey a diffusive process in the long-time limit with a diffusion coefficient that scales with the system
size with some wandering exponent γ. On the basis of numerical evidence it has been conjectured [1]
that this exponent might be universal. Here we present a theoretical explanation of those numerical
findings. We show that γ is indeed a critical exponent and can be linked to the scaling exponents of cor-
responding Lyapunov vector surface. We find that any Lyapunov exponent fluctuates with a wandering
exponent γ = 2α− z in any space dimension, where z and α are the dynamic and roughenss exponent,
respectively, of the Lyapunov vector surface. Moreover, for a wide family of systems the wandering ex-
ponent of the largest Lyapunov exponent can be analytically obtained from the critical exponents of the
Kardar-Parisi-Zhang equation in any dimension and, therefore, we claim that the wandering exponent γ
is universal. We compare our theoretical predictions with simulations of several models of space-time
chaos. Our work shows profound connections between stochastic surface growth and the dynamics of
Lyapunov vectors in spatio-temporal chaos, in particular it sheds some light into universal aspects of the
scaling laws that gobern the thermodynamic limit of dynamical systems and chaos extensivity.

[1] P.V. Kuptsov and A. Politi. Phys. Rev. Lett. 107 114101 (2011).
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From mode competition to polarization chaos in free-running VCSELs

Martin Virte1, Krassimir Panajotov2, Hugo Thienpont3 and Marc Sciamanna4

1Vrije Universiteit Brussels, Brussels, Belgium; mvirte@b-phot.org
2Vrije Universiteit Brussels, Brussels, Belgium; kpanajot@b-phot.org
3Vrije Universiteit Brussels, Brussels, Belgium; hthienpo@vub.ac.be
4SUPELEC, Metz, France; marc.sciamanna@supelec.fr

Vertical-cavity Surface-emitting lasers are known to suffer from polarization instabilities, but as semicon-
ductor lasers it was believed they behave as damped nonlinear oscillators, only driven by two equations,
and could therefore not produce a chaotic output without external perturbation or forcing. Here we
demonstrate theoretically and experimentally that the additional degree of freedom offered by the sur-
face emission and circular geometry of the device, which is responsible for the polarization instabilities,
is sufficient to bring the laser into chaos [1].
The lack of polarization selectivity of VCSELs pave the way toward mode competition between the right
and left circularly polarized emission, as described by the SanMiguel–Feng-Moloney (SFM) model [2].
Although lasing starts on a linearly polarized state at threshold, an increase of the injection current in-
duces a pitchfork bifurcation that creates two symmetrical elliptically polarized solutions. A sequence of
bifurcation occurs as the current is increased further hence creating two single-scroll chaotic attractors
oscillating around the now unstable elliptically polarized steady-states. Behind a critical value of the
injection current, the two attractors will merge into a double-scroll "butterfly" chaotic attractor [1].
Experimentally, this "butterfly" attractor is observed as a peculiar mode hopping between two ellipti-
cally polarized modes, i.e. polarization chaos, where we can easily observe and identify the jumps
between the two wings of the "butterfly" attractor. As reported in Ref. [3], the average time between two
successive jumps is exponentially reduced when the current is increased and ranges from seconds to
nanoseconds time-scale. This evolution cannot be explained by the Kramer’s escape theory as claimed
for noise-induced mode hopping between two orthogonal and linear polarizations [4]. As we will detail,
we unambiguously identify the chaotic behavior; in particular we compute the largest Lyapunov expo-
nent and we apply the Grassberger-Procacia algorithm [5].
In this contribution, we prove that polarization chaos can be produced in free-running VCSELs, hence
bringing new perspectives for simplifying conventional chaotic setups for applications like high-speed
cryptography or random number generation. We also confirm the long standing prediction of the SFM
model for VCSEL .

[1] M. Virte, K. Panajotov, H. Thienpont and M. Sciamanna. Nature Photon. 7 60-65 (2013).
[2] J. Martin-Regalado, F. Prati, M. San Miguel and N.B. Abraham. IEEE J. Quantum Electron. 33 765

(1997).
[3] L. Olejniczak, K. Panajotov, H. Thienpont, M. Sciamanna, A. Mutig, F. Hopfer and D. Bimber. Opt.

Express 19 2476 (2011).
[4] M.B. Willemsen, M.U.F. Khalid, M.P. van Exter and K.P. Woerdman. Phys. Rev. Lett. 82 4815 (1999).
[5] P. Grassberger and I. Procacia. Phys. Rev. A 28 2591 (1983).
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Stability index for riddled basins of attraction

Ummu Atiqah Mohd Roslan1 and Peter Ashwin2

University of Exeter, Exeter, United Kingdom
1uam201@exeter.ac.uk
2P.Ashwin@exeter.ac.uk

We study a system with riddled basin of attraction whose basins are such that any point in the basin has
pieces of another attractor basin arbitrarily nearby. In this paper, we consider a family of three-parameter
maps of Rn to itself where this system exhibits riddled basin behaviour with that of the points at infinity.
For these maps, we define the notion of stability index σ for this case of riddled basin and hence calculate
the index as parameter ν is varied. Our results show that the proportion of the points in the basin that is
in the δ-neighbourhood of A, Bδ(A) decreases with the increase of ν. Furthermore, we also obtained
that different values of ν give different values of stability index with apparent monotonic decrease σ with
ν where σ = [−∞,∞]. This stability index was first introduced by Podvigina and Ashwin [1] to quantify
the local basin of attraction for the case of robust heteroclinic cycles.

[1] Podvigina, O. and Ashwin, P., On local attraction properties and a stability index for heteroclinic
connections, Nonlinearity, 2011, 24, pp. 887–929.

Universality in weak chaos

Roberto Venegeroles

Center for Mathematics, Santo Andre, Brazil; roberto.venegeroles@ufabc.edu.br

We consider a general class of intermittent maps designed to be weakly chaotic, i.e., for which the
separation of trajectories of nearby initial conditions is weaker than exponential. We show that all its
spatio-temporal properties, hitherto regarded independently in the literature, can be represented by
a single characteristic function φ. A universal criterion for the choice of φ to be fulfilled by weakly
chaotic systems is obtained via the Feigenbaum’s renormalization-group approach. We find a general
expression for the dispersion rate of initially nearby trajectories and we show that the instability scenario
for weakly chaotic systems is more general than that originally proposed by Gaspard and Wang [1].

[1] P. Gaspard and X.-J. Wang. Proc. Natl. Acad. Sci. USA 85 4591 (1988).
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Stochastic crater at the nanoscale: experimental evidences

Cédric Barroo1, Yannick De Decker2, François Devred3, Thierry Visart de Bocarmé4

and Norbert Kruse5

1Université Libre de Bruxelles - CPMCT, Brussels, Belgium; cbarroo@ulb.ac.be
2Université Libre de Bruxelles - CENOLI, Brussels, Belgium; ydedecke@ulb.ac.be
3Université Libre de Bruxelles - CPMCT, Brussels, Belgium; fdevred@ulb.ac.be
4Université Libre de Bruxelles - CPMCT, Brussels, Belgium; tvisart@ulb.ac.be
5Université Libre de Bruxelles - CPMCT, Brussels, Belgium; nkruse@ulb.ac.be

Small systems such as cells, micelles and nanoparticles of catalyst can witness various non-equilibrium
reactions. Probing the reactions and their dynamics at this scale represents a real challenge, because
of the scarcity of high-resolution techniques. Real-time FEM (Field Emission Microscopy) is a powerful
method for studying the dynamics of catalytic reactions that take place at the surface of a nanosized
metal tip, which acts as a catalyst. FEM is based on the emission of electrons from the sample which can
be affected by the presence of various adsorbates. Local variations of the work function are reflected in
the form of a brightness pattern. The microscope is run as an open reactor through a constant supply of
gaseous reactants and constant gas-phase pumping of the reaction chamber, ensuring that the system
is kept far from thermodynamic equilibrium. The study of those non-linear dynamics at the nanoscale is
achieved by a careful analysis of the brightness signal. We show how the dynamical attractors and the
phase space dynamics of such reactive systems can be reconstructed from experimental time series. In
the present case, NO2 hydrogenation over Pt nanosized tips is investigated. For specific values of the
control parameters, the presence of robust chemical clocks is highlighted. These periodic self-sustained
oscillations can be linked to a limit cycle which, because of the spontaneous fluctuations induced by the
system’s small size, actually defines a “stochastic crater” on the slopes of which dynamical trajectories
can develop. This structure persists even for very small systems, i.e. for local areas as small as 7 nm2.
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A binomial stochastic simulated study of mutualism

Javier Garcia-Algarra1, Javier Galeano2, Juan Manuel Pastor3, José Ramasco4 and
Jose M Iriondo5

1UPM, Madrid, Spain; jgalgarra@gmail.com
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5URJC, Madrid, Spain; jose.iriondo@urjc.es

Mutualism is the interaction between two species that results advantageous for both. Mutualistic com-
munities have an internal structure of bipartite network [1], with a property called nestedness that makes
them quite resilient [2]. Research has focused on stability to explain the reasons of this effect [3] but
dynamics is less well understood. Theoretical models are modifications of the classical logistic equation
with additional terms to take into account interspecies interactions [4], but they are not fully satisfac-
tory for simulation under all circumstances. We have developed a model of mutualism based on the
aggregation of benefit for each species in its equivalent growth rate:
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Where the superscripts stands for each of both class of species, in a system with n of class a and m
of class p. Each equivalent rate is a function of natural birth and death rates of the species and of the
populations of the mutualistic class. With these equations, we have built a binomial stochastic simulator
for the study of system dynamics [5]. It allows the introduction of external perturbations such as step
increases in mortality by plagues, removal of links between species due to evolution, or overlapping of
a predator foodweb. With this toolbox, we have simulated different scenarios that explain, for instance,
why newcomer species have more chances of survival if they link to the generalist nested core, and how
extinctions can spread and lead to a total collapse with a minimum change in the intensity of the external
perturbation.

[1] L.J. Gilarranz et al. Oikos 121 1154-1162 (2012).
[2] J. Bascompte. Science 329 (2010).
[3] E. Thebault and C. Fontaine. Science 329 853-856 (2010).
[4] R.M. May. Stability and Complexity in model Ecosystems. Princeton Univ. Press., Princeton, 1975.
[5] D. Balcan et al. Proc. Natl. Acad. Sci. (USA) 106 21484 (2009).
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Patterns and survival of competitive Levy and Brownian walkers

Emilio Hernández-García1, Els Heinsalu2 and Cristobal Lopez3

1IFISC (CSIC-UIB), Palma de Mallorca, Spain; emilio@ifisc.uib-csic.es
2Niels Bohr Institute, Copenhagen, Denmark; heinsalu@nbi.dk
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Competition for common resources is one of the fundamental interactions among biological organisms.
The spatial distribution of individuals greatly modulates interaction strength, and it is itself affected by
the organism’s type of motion. Here we study the population dynamics of individuals undergoing birth
and death and diffusing by Gaussian jumps or by Levy flights. We establish the conditions for which
competitive interactions induce clustering and periodic patterns, and show how the type of motion may
confer competitive advantage [1, 2, 3].

[1] E. Heinsalu, E. Hernández-García and C. López. Europhysics Letters 92 40011 (2010).
[2] E. Heinsalu, E. Hernández-García and C. López. Physical Review E 85 041105 (2012).
[3] E. Heinsalu, E. Hernández-García and C. López. Preprint(2013).
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Noise assisted morphing of memory and logic function

Vivek Kohar1 and Sudeshna Sinha2

1Indian Institute of Science Education and Research (IISER), Mohali, India;
vivek.kohar@gmail.com
2Mohali, Mohali, India; sudeshna@iisermohali.ac.in

A large body of research has focused on the cooperative interplay of noise and nonlinearity in dynamical
systems, leading to phenomena such as stochastic resonance. In this direction, Murali et al [1] investi-
gated the response of a bistable system to an external signal, encoding logic inputs. It was demonstrated
that in an optimal band of noise, the output of the system, determined by its state, was a consistent log-
ical combination of the inputs.
This phenomenon has been termed logical stochastic resonance (LSR), and it suggests a new way of
implementing reconfigurable and reliable logic gates in the presence of noise. The main feature of LSR
is the capability of the nonlinear device to work optimally in a range of environmental noise; hence LSR
is a practical and reasonable answer for computational devices wherein the noise-floor cannot be sup-
pressed.
We extend the concept of LSR and demonstrate how noise allows a bistable system to behave as a
memory device also [2]. Namely, in some optimal range of noise, the system can operate flexibly, both
as a NAND/AND gate and a Set–Reset latch, by varying an asymmetrizing bias. Thus we show how
this system implements memory, even for sub-threshold input signals, using noise constructively to store
information. This can lead to the development of reconfigurable devices, that can switch efficiently be-
tween memory tasks and logic operations. Further, we examine the intriguing possibility of obtaining
dynamical behavior equivalent to LSR in a noise-free bistable system, subjected only to periodic forcing,
such as sinusoidal driving or rectangular pulse trains. We find that such a system, despite having no
stochastic influence, also yields phenomena analogous to LSR, in an appropriate window of frequency
and amplitude of the periodic forcing [3]. Next, we show that it is possible to obtain a logic response
similar to LSR even when the strength of noise is lower then the minimum threshold. This enables us
to use the LSR elements in subthreshold noise conditions. Further, by coupling the LSR element to
another LSR element with a lower potential barrier we can make the systems to adapt to varying noise
intensity so that its operation is robust even in high noise conditions [4]. We also demonstrate the real-
ization of logic operations and memory with engineered genetic networks. We investigate the effects of
the interplay of noise, nonlinearity and time delay on the operational range of this biological logic gate.
We also demonstrate that the desired “logical” response to inputs can be induced, even in the absence
of noise, by time delay alone [5].

[1] K. Murali, S. Sinha, W.L. Ditto and A.R. Bulsara. Phys. Rev. Lett. 102 104101 (2009).
[2] V. Kohar and S. Sinha. Phys. Lett. A 376 957-962 (2012).
[3] A. Gupta, A. Sohane, V. Kohar, K. Murali and S.Sinha. Phys. Rev E 84 055201 (2011).
[4] V. Kohar, K. Murali and S. Sinha. Preprint.
[5] A. Sharma, V. Kohar, M.D. Shrimali and S. Sinha. Submitted.
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Effects of noise on the Shapiro steps

Jasmina Tekic

"Vinca" Institute of Nuclear Sciences, Belgrade, Serbia; jasminat@vin.bg.ac.rs

Effects of noise on the existence and properties of the Shapiro steps have been studied in the ac driven
overdamped Frenkel-Kontorova model with deformable substrate potential. The results have shown
that the influence of noise on interference phenomena is determined by the presence and the size of
halfinteger steps. Since halfinteger steps are more affected by noise, and the properties of harmonic
steps are directly correlated with the size of halfinteger steps, noise will have completely different effects
on the harmonic steps if halfinteger steps are present. As temperature increases, in the amplitude
dependence of the step width, deviation from the well-known Bessel-like oscillations has been observed,
and three different types of behavior have been classified. In the influence of noise on the frequency
dependence of the steps, appearance of oscillations and strong influence of halfinteger steps on their
form have been observed.
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Micro and macro-scale models of population dynamics in a cell culture

M. Gokhan Habiboglu

Bogazici University, Istanbul, Turkey; ghabiboglu@gmail.com

Population dynamics in a cell culture has practical importance in many fields like biology, medicine
and biomedical engineering. In this study two different deterministic models at two different scales are
proposed for population dynamics in a eukaryotic cell culture. Although based on the same fundamental
biological knowledge on the reproduction dynamics of eukaryotic cells, these models differ in terms
of their assumptions and resolution. The micro-scale model is a simplified deterministic simulation
of the cells’ reproduction dynamics in the form of a multi-agent system, while the macro-scale model
represents the population dynamics as a flow in a phase space spanned by 4 global state variables,
where only one variable can be experimentally measured. The validity of the macro-scale model is
limited by certain homogeneity conditions. It is rather realistic to assume that the systems starts with
a relatively homogeneous initial condition. For the viability of the macro-scale model, however, it must
be demonstrated that the dynamics under consideration does not amplify small heterogeneities. In this
contribution simulation results of the micro-scale model will be used as a basis of comparison for the
evaluation of the macro-scale model. Furthermore, based on this specific modelling example some
general conclusions will be drawn about "macro-modellability".

Complex communication between social whales

Sarah Hallerberg1, Heike Vester2, Kurt Hammerschmidt3 and Marc Timme4

1Max Planck Institute for Dynamics and Self-Organization, Göttingen, Germany;
shallerberg@nld.ds.mpg.de
2Ocean Sounds, Henningsvaer, Norway;
3German Primate Center, Göttingen, Germany;
4Max Planck Institute for Dynamics and Self-Organization, Göttingen, Germany;

Complex vocal communication simultaneously requires high cognitive abilities, a large flexibility in sound
production, and advanced social interactions. Among non-humans, social whales are closest to fulfill
these requirements. The fundamentals about how acoustic signals are used and how acoustic patterns
are organized, however, are largely unknown. Up to date, mostly human observers classify acoustic
patterns through hearing and visual comparison of spectrograms, making any such classification partly
unreliable and highly subjective. Thus, objectively relating specific acoustic patterns to an observed con-
text seems impossible so far. Here, we propose a novel perspective and study distributions of acoustic
features (in particular, cepstrum coefficients) generated from ensembles of killer whale vocalizations
conditioned on contexts. Comparing these distributions by computing Kullback-Leibler-divergences we
find substantially different distributions for specific behavioural contexts, such as salmon feeding, her-
ringfeeding or non-feeding.
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A functional network representation of the DNA

Shambhavi Srivastava1 and Murilo S. Baptista2

University of Aberdeen, Aberdeen, United Kingdom
1r05ss12@abdn.ac.uk
2murilo.baptista@abdn.ac.uk

Escherichia coli is a bacteria that is present in human digestive system and is one of the commonly
used model organisms: its DNA is well known, well studied, and can be used to test mathematical ap-
proaches towards modelling the DNA. In this work, we design a special encoding to represent nucleotide
sequences into symbolic sequences and create a symbolic map of the E.coli DNA. This map allows for
a straightforward characterisation of the DNA generating it through informational (Shannon’s source en-
tropy and mutual information rate) and metric measures (Lyapunov exponents) [1]. We also establish
functional connectivity between two regions in this symbolic map (representing two groups of similar nu-
cleotides, i.e. two words) based on the rate at which information is exchanged and on the decay of cross
correlation. Interpreting a node to represent a groups of similar words (a region in the symbolic space)
and edges to represent the functional connections between them (measured by the rate of information
exchanged or the coefficient of the correlation decay) allows us to construct a network representation
of this DNA, a graph representation of the grammatical rules governing the appearance of nucleotide
words.

[1] M.S. Baptista, R.M. Rubinger, E.R. Viana, J.C. Sartorelli, U. Parlitz and C. Grebogi. PLoS ONE 7
e46745 (2012).

Physical properties of the phloem constrain size and shape of leaves

Henrik Ronellenfitsch1 and Eleni Katifori2

Max Planck Institute for Dynamics and Self-Organization (MPI-DS), 37077 Göttingen, Germany
1henrik.ronellenfitsch@ds.mpg.de
2eleni.katifori@ds.mpg.de

We model the leaf phloem vascular system of plants as a complex weighted web of producer nodes
(where sugar production happens) connected to a collector node (the petiole or leaf stalk). In plants,
such vascular systems are thought to be optimized over the course of evolution for their designated
function. Under the assumption of optimal nutrient uptake but finite resources for the production of veins
(network edges), we examine the resulting network properties. We find that for a certain parameter
range, only a subset of the available producer nodes is used, leading to constraints for shape and size
of leaves.
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Spatio-temporal dynamics of ecosystems for acorn masting and ecological man-
agement

Tiejun Zhao1, Kenshi Sakai2, Xujun Ye3, Nina V. Sviridova4, Shinsuke Koike5 and Koji
Yamazaki6

1Tokyo University of Agriculture and Technology, Tokyo, Japan; bsbsfifty@yahoo.co.jp
2Tokyo University of Agriculture and Technology, Tokyo, Japan; kenshi779@gmail.com
3Zhejiang University, Hangzhou, China; yezising@zju.edu.cn
4Tokyo University of Agriculture and Technology, Tokyo, Japan; nina_svr@mail.ru
5Laboratory of Forest Conservation Biology, Tokyo University of Agriculture and Technology, Tokyo,
Japan; koikes@cc.tuat.ac.jp
6Ibaraki Nature Museum, Ibaraki, Japan; yamako@j.email.ne.jp

Masting is a well-marked yield variability phenomenon in oak forest production. In Japan, this phe-
nomenon is also related to wild animal management (e.g. of animal such as wild boars, that rely on
acorn as their major feed source). In this study, the capability of integrating remote sensing technology
into ecological process analysis was demonstrated, whereby spatial variation of acorn production was
investigated over large spatial ranges across three years (2008-2010). In addition, methods of Moran’s
I and kriging interpolation were also adopted in our research for acorn assessment to compare with re-
mote sensing based approach. After validation, remote sensing was chosen for mapping acorn harvest
by using ENVI and GIS. After that, GPS data which can reveal wild animal behaviors were obtained in
our research. Programming for analysis wild animals’ social phenomenon and dynamically changing
was conducted by using multi-agent simulator Artisoc software (KOZO KEIKAKU ENGINEERING INC.,
Japan). According that, the relationship between wild animal behaviors and acorn harvest was analyzed.
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Criticality in dynamic arrest: Correspondence between glasses and traffic

A. S. de Wijn1, D. Miedema2, B. Nienhuis3 and P. Schall4

1Stockholm University, Stockholm, Sweden; dewijn@fysik.su.se
2University of Amsterdam, Amsterdam, The Netherlands;
3University of Amsterdam, Amsterdam, The Netherlands;
4University of Amsterdam, Amsterdam, The Netherlands;

Dynamic arrest is a general phenomenon across a wide range of dynamic systems including glasses,
traffic flow, and dynamics in cells, but the universality of dynamic arrest phenomena remains unclear. We
connect the emergence of traffic jams in a simple traffic flow model directly to the dynamic slowing down
in kinetically constrained models for glasses. In kinetically constrained models, the formation of glass
becomes a true (singular) phase transition in the limit T → 0. Similarly, using the Nagel-Schreckenberg
model to simulate traffic flow, we show that the emergence of jammed traffic acquires the signature of
a sharp transition in the deterministic limit p → 1, corresponding to overcautious driving. We identify
a true dynamic critical point marking the onset of coexistence between free flowing and jammed traffic,
and demonstrate its analogy to the kinetically constrained glass models. We find diverging correlations
analogous to those at a critical point of thermodynamic phase transitions.

[1] A.S. de Wijn, D. Miedema, B. Niehuis and P. Schall. Phys. Rev. Lett. 109 228001 (2012).

Complex Systems with an H-Theorem

Ricardo Lopez-Ruiz

Univ. of Zaragoza, Zaragoza, Spain; rilopez@unizar.es

In this communication, some complex systems showing a near trivial dynamics are addressed, namely
a completely random market and a gas of free particles. First, the asymptotic statistical equilibria for
these systems are found by straightforward geometrical arguments, which are a consequence of the
hypothesis of equiprobability. Second, two new models are proposed to explain the decay of these
statistical systems from a general out-of-equilibrium situation toward their equilibrium states. Third, the
existence of an H-theorem for both systems can be checked by computational essays. Finally, some
results on the implementation of this type of models on networks are presented.

XXXIII Dynamics Days Europe 2013 237

mailto:dewijn@fysik.su.se
mailto:
mailto:
mailto:
mailto:rilopez@unizar.es


Thursday, June 6 CT19: Statistical physics

Nonequilibrium phase transitions caused by dynamical traps

Ihor Lubashevsky1, Arkaday Zgonnikov2 and Dmitry Parfenov3

1University of Aizu, Aizu-Wakamatsu, Japan; i-lubash@u-aizu.ac.jp
2University of Aizu, Fukushima, Japan; arkadiy.zgonnikov@gmail.com
3General Physics Institute, Aizu-Wakamatsu, Russia; narytyan@gmail.com

The concept of dynamical traps was introduced to describe the bounded capacity of human cognition in
evaluating events, actions, etc. according to their preference [1]. Humans just are not able to distinguish
between two strategies of behaviour similar in properties. So when the dynamics of a system governed
by an individual (operator) deviates from the optimal conditions not too substantially the operator sees
no reason to correct it. Therefore the active behaviour of the operator is stagnated until the system
deviates substantial form the optimal conditions. Then, naturally, the operator corrects the system motion
returning it to some proximity of the optimal motion.
The particular goal of the present work is to demonstrate that the dynamical traps can be responsible
for complex emergent phenomena in such systems. To be specific the cooperative phenomena in the
chain of oscillators with dynamical traps called the lazy bead model is discussed in detail. It generalizes
the model studied previously [2], in particular, considers the fuzzy actions of the operator not only with
respect to the system state but also his behaviour strategy. In the given system various phase transitions
different in properties are found numerically. It is shown that such systems admit a new mechanism of
instability not related to the change in the form of regular “forces” as is the case in the classical theory
of phase transitions in physical media.
The results are discussed in the context of several examples; they are:
(i) A dynamical system with partial equilibrium. These systems imitate, for example, car following and the
corresponding model of dynamical traps is a natural generalization of the notion of stationary point. In
this case the domain of dynamical traps can be treated as a low dimensional region in the corresponding
phase space such that the motion of the system is stagnated when it enters this region.
(ii) An unstable system whose stability is due to human control. As a characteristic example, balancing
a virtual over-damped pendulum is discussed.
(iii) A model taking into account the bounded capacity of human cognition in choosing the appropriate
actions to correct the current state of a controlled system. It is demonstrated that due to the effect at
hand the corresponding governing equations no longer obey to the paradigms of Newtonian mechanics.
For example, such a system can be described by an extended phase space containing also a particle
acceleration as an individual phase variable.
Keywords: Social systems, Human behavior, Bounded capacity of human cognition, Fuzzy rationality,
Dynamical traps, Emergent phenomena, Phase transitions.

[1] I. Lubashevsky et al. Eur. Phys. J. B. 36 115 (2003); ibid. 44 63 (2005).
[2] I. Lubashevsky. Advances in Complex Systems 15 1250045 (2012).
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The mechanics of structured particles and why it is important

Vyacheslav Michailovich Somsikov

Insyitute of Ionosphere, Almaty, Kazakhstan; vmsoms@rambler.ru

Necessity of creating of the mechanics of structured particles (SP) is discussed. Here the SP is equilib-
rium system consisting from a large number of potentially interacting material points (MP) [1, 2, 3]. The
main argument in favor to create a mechanical SP is the fact that all natural objects are the systems and
all processes in nature are evolving and irreversible [4]. But from the formalism of classical mechanics
follows that the dynamics of systems is reversible. Reversibility follows from Newton’s motion equation
for MP, potentiality of the collective forces that determine the motion of the systems. All attempts to solve
the problem of irreversibility i.e. describe the processes of evolution in the framework of Hamiltonian for-
malism, beginning from Boltzmann and until recent years, did not give the desired result.
The most generally accepted explanation of the mechanism of irreversibility is based on the property
of exponential instability of Hamiltonian systems and the existence of arbitrarily small fluctuations. The
essence of the explanation is the following. The Poincare theorem about reversibility of the Hamiltonian
systems tell us that there is although a very large but finite time, during which the system will be arbi-
trarily close will come near by the starting point of the phase space. Then if we average over the small
neighborhood of point of the phase space where a system is, it will not return to its original state due to of
the exponential instability. Such averaging is equivalent to the arbitrarily small fluctuations in the system.
I.e. the presence of fluctuations in Hamiltonian systems provides them irreversibility. But the using of
fluctuations in the explanation of the irreversibility is alien to the classical mechanics. Furthermore, they
impose limits on the depth and the horizon of knowledge of the world.
However, it turns out that we can come to an explanation of irreversibility in the framework of the laws of
Newtonian mechanics without any probabilistic hypotheses about of the fluctuations. For this purpose
we must do the following: to replaced the MP on the SP; to submit SP energy as the sum of its motion
energy and internal energy; to obtain the SP motion equation from this energy.
Here we will show: how to obtain SP motion equation; how the concept of entropy may be included into
the mechanics; why the mechanics of SP can be regarded as a "bridge" that links Newtonian mechanics
with thermodynamics, statistical physics and kinetics. And this, in turn, is a prerequisite to the creation
of the basic physics of evolution which is necessary for construction the modern picture of the world.

[1] V.M. Somsikov. Journ. of mater. Sci. and Engin. A1 731-740 (2011).
[2] V.M. Somsikov. New Advances in Physics 2 2 (2008).
[3] V.M. Somsikov. Journ. of phys. 14 7-16 (2005).
[4] V.M. Somsikov. Int. Journ. Bifurc. Chaos 14 4027-4033 (2004).

A tower of scales in plasma modeling: Order, disorder, fusion

Michael G Zeitlin1 and Antonina N Fedorova2

IPME RAS, St.Petersburg, Russia
1zeitlin@math.ipme.ru
2anton@math.ipme.ru

A fast and efficient numerical-analytical approach is proposed for the description of complex be-
haviour in non-equilibrium ensembles both in the BBGKY framework and in a number of its Vlasov-
Poisson/Maxwell reductions. We construct a multiscale representation for the hierarchy of partition
functions by means of the variational approach and multiresolution decomposition. Numerical mod-
eling shows the creation of various internal structures from fundamental localized (eigen)modes. These
patterns determine the behaviour of plasma. The Waveleton, localized (meta) stable long-living pattern
with minimal entropy and zero measure, is proposed as a possible model for the energy confinement
state (the fusion state) in plasma.
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CANCELLED. Extreme events in turbulent relative dispersion

Jérémie Bec1, Rehab Bitane2 and Holger Homann3

1CNRS, Nice, France; jeremie.bec@oca.eu
2Observatoire de la Côte d’Azur, Nice, France;
3Observatoire de la Côte d’Azur, Nice, France;

The long-term diffusive behavior of tracers in a turbulent flow is often used to model transport. Effective
mixing properties are modelled in terms of an eddy diffusivity, which is used to assess possible health
hazards due to a long exposure downstream a pollutant source. However this approach fails when in-
terested in the likeliness of finding local concentrations exceeding a high threshold. Such fluctuations
cannot be determined from the average concentration as they relate to higher-order moments. Second-
order statistics, such as the spatial correlations of a passive scalar, are related to the relative motion of
tracers. In most applications, such as meteorology, mechanical engineering and biology, this dynamics
is usually approximated by Richardson’s diffusion model.
We study the statistical properties of the relative dispersion of tracer pairs in a homogeneous isotropic
turbulent flow. For this we make use of direct numerical simulations of the Navier–Stokes equation using
40963 grid points to attain a Reynolds number Rλ ≈ 730. A particular attention is given to the large
fluctuations encountered by tracers. We observe that the distribution of distances reaches a quasi self-
similar regime, which is characterized by a very weak intermittency. The timescale of convergence to
this behavior is given by the kinetic energy dissipation time at the spatial scale given by the initial sepa-
ration between tracers.
Conversely, the velocity differences between tracers show a strongly anomalous behavior whose scaling
properties are close to those of the Lagrangian structure functions. Such violent fluctuations are inter-
preted geometrically and we show that they are responsible for a long-term memory of the initial velocity.
Despite this strong intermittency, the average local rate of energy transfer, defined as the ratio between
the cube of the longitudinal velocity difference and the distance between tracers, reaches a statistical
steady state on short time scales.
Finally these results are put together to attack the question of violent events in the distribution of dis-
tances. We find that the largest separations are reached by tracer pairs that have always separated very
fast since the initial time. They are responsible for the presence of a stretched exponential tail in the
probability distribution. At long times, this tail becomes closer to an exponential than to the distribution
predicted from Richardson’s approach. At the same time, the distribution of distances develop an al-
gebraic behavior at small values that we interpret in terms of fractal geometry. Numerical data suggest
that this exponent converges to one, which is again in conflict with Richardson’s prediction. These two
asymptotic results show that turbulence is mixing in a much less efficient manner than what is expected
in currently used models.
The research leading to these results has received funding from the European Research Council
under the European Community’s Seventh Framework Program (FP7/2007-2013, Grant Agreement
no. 240579).

[1] R. Bitane, H. Homann and J. Bec. "Time scales of turbulent relative dispersion". Phys. Rev. E 86
045302 (2012).

[2] R. Bitane, H. Homann and J. Bec. "Geometry and violent events in turbulent pair dispersion". J.
Turbu. in press (2013).
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Numerical simulation of hypersonic real gas flow

Stanislav Viktorovich Kirilovskiy1 and Tatiana Vladimirovna Poplavskaya2

Khristianovich Institute of Theoretical and Applied Mechanics SB RAS, Novosibirsk, Russia
1kirilov@itam.nsc.ru
2popla@itam.nsc.ru

The development of prospective airspace vehicles required conduction of various complex numerical
and experimental investigations closer to real flight conditions. The classification of gases (Anderson
J.D.) divides perfect gas onto three groups according to the effects occurring on it. Vibrational degrees
of freedom are frozen at low temperature and translational and rotational degrees of freedom are in
equilibrium. In this case, the specific heat of the gas is constant cp=const and such gas called calori-
cally perfect. Temperature increasing is resulting to excitation of the vibrational degrees of freedom of
the gas molecules. The specific heat of such thermally perfect gas is not constant and depending on
temperature cp = f(T ). These high temperature effects (real gas effects) have essential influence on
the mean flow around an aircraft and on its shock layer receptivity.
The present work deals with numerical simulation of the influence of internal degrees of freedom on the
mean flow and development of disturbances in the hypersonic shock layer over a flat plate with sharp
leading edge. Numerical simulation was performed using the ANSYS Fluent package. Simultaneously,
the investigation of flow over a plate L = 0.2 m (ReL ∼ 7×105) at angle of attack α=10.2◦ in hypersonic
(M∞ > 6) flow of air, carbon dioxide and mixture of carbon dioxide and air, at high stagnation tempera-
ture (under 3000 K) were conducted in the high enthalpy aerodynamic wind tunnel IT-302 ITAM SB RAS.
The Schlieren method was used to visualize of mean flow. The problem of hypersonic flow over plate
at angle of attack was solved in two stages. In the beginning, the numerical simulation of flow in the
prechamber and nozzle of wind tunnel IT-302M was performed and the flow parameters on the nozzle
outlet (i.e. in the test section) were obtained. Numerical simulation was performed by solving the two-
dimensional Navier-Stokes equations with addition of k − ω SST turbulence model. The computational
domains were constructed based on the drawing of real shaped nozzles. Then using obtained data, the
problem of flow over the plate at angle of attack in the test section of the wind tunnel and receptivity of
viscous shock layer to external slow acoustic disturbances with account for exciting of internal degrees
of freedom of carbon dioxide molecules was solved. The flow over the plate of calorically perfect gas,
thermally perfect gas and flow with parameters of the real gas model from NIST database was consid-
ered. The comparison of the shock layer characteristics shows the excitation of vibrational degrees of
freedom of carbon dioxide molecules essentially changes the shock wave position.
The investigation of viscous shock layer receptivity showed that amplitude of pressure fluctuation on the
plate surface for CO2 essentially greater than for air and mixture of air and CO2. The phase shift was
observed between variations of rms pressure pulsations for CO2 and air, which indicates the complex
effect of sound speed, boundary layer thickness and temperature in shock layer. These parameters
depend on excitation of vibrational degree of freedom.
This work was supported by the RFBR (Grants 12-08-31311, 12-08-00435).
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Hydrodynamic instability in two orbiting particles levitated in a vibrated liquid

Liang Liao1, Hector Pacheco-Martinez2, Richard J A Hill3, Roger M Bowley4 and
Michael R Swift5

University of Nottingham, Nottingham, UK
1ppxll@exmail.nottingham.ac.uk
2ppxhap@exmail.nottingham.ac.uk
3richard.hill@nottingham.ac.uk
4roger.bowley@nottingham.ac.uk
5michael.swift@nottingham.ac.uk

Archimedes principle does not apply in the absence of gravity; in space, any collection of particles can
form a suspension in a liquid, regardless of their mass or density. If such a suspension is vibrated,
the particles and the fluid will move relative to each other if their densities are different. The resulting
hydrodynamic flows in the liquid can strongly influence the behaviour of the suspended particles. We
refer to such a collection of particles in a fluid as a density-mismatched suspension. We show how dia-
magnetic levitation can be used to study a density-mismatched suspension, effectively reproducing the
effect of weightless conditions in an orbiting spacecraft. We have studied the behaviour of two spheres
suspended in a liquid of lower density than the spheres, which is vibrated to induce hydrodynamic flows
around the spheres. Under vibration the spheres attract and for sufficiently large vibration amplitudes
the spheres are observed to spontaneously orbit each other. Measurements of the orbital angular veloc-
ity of the spheres versus vibration amplitude, frequency, liquid viscosity and sphere diameter show that
the instability occurs at a critical value of the streaming Reynolds number. We present video images of
the flow surrounding the spheres, and the results of simulations, which reveal the cause of this novel
instability.

Limit cycle behavior in the statistical description of turbulent Rayleigh-Bénard
convection

Johannes Lülff

WWU Münster, Münster, Germany; johannes.luelff@uni-muenster.de

Rayleigh-Bénard convection describes the buoyancy-induced movement of a fluid that is enclosed be-
tween two horizontal plates. It serves as a idealized setup of phenomena occurring in nature and
technical applications, and is a paradigm for studies of stability theory and dynamical systems. The
temperature fluctuations that occur in the fully turbulent case are of special interest, yet they can’t be
directly described from first principles due to the chaoticity of the system. Therefore we describe the
statistics of temperature fluctuations by investigating the probability density function (PDF) of tempera-
ture. Our ansatz is to derive exact evolution equations that describe the shape and deformation of the
PDF; unclosed terms appearing in the form of conditional averages are estimated from direct numerical
simulations of turbulent Rayleigh-Bénard convection in a cylinder. Following these steps, a limit cycle
behaviour appears in the phase space of the temperature PDF, highlighting the connection between the
statistics and the dynamics of the system that our ansatz permits. The properties, interpretations and
implications of this limit cycle are discussed; also, it is shown that the limit cycle can be connected to
coherent structures formed by the convecting fluid.
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Numerical study for convection near the stability threshold in a finite homoge-
neously heated fluid layer.

Olga Mazhorova1 and Vyachslav Kolmychkov2

Keldysh Institute of Applied Mathematics RAS, Moscow, Russian Federation
1olgamazhor@mail.ru
2__@bk.ru

The paper presents numerical study of convection in a finite homogeneously heated fluid layer. Main
properties of roll and hexagon flow structures are investigated for Prandtl number in the range [0.1, 100]
and Rayleigh number from subcritical values up to 10Racr. The effect of Prandtl number and heat
strength on the extent of stable hexagons region is determined. For the first time different direction
of circulation in the stable hexagons at Prandtl number below a certain critical value Prcr and above it
is revealed in calculations. Close to Prcr stable overcritical roll convection has been registered.
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Meso-scale structures induce characteristic instabilities in networks of coupled
dynamical systems

Anne Ly Do

MPI for the Physics of Complex Systems Dresden, Dresden, Germany; ly@pks.mpg.de

The dynamics of networks of interacting systems depend intricately on the interaction topology. Dy-
namical implications of local topological properties such as the node degrees and global topological
properties such as the degree distribution have intensively been studied. Meso-scale properties, by
contrast, have only recently come into sharp focus of network science but developed rapidly into one
of the hot topics in the field. Current questions are: Can considering a meso-scale structure such as a
single subgraph already allow conclusions on dynamical properties of the network as a whole? Can we
extract implications that are independent of the embedding network? And, which meso-scale structures
should be considered? Here, we show that certain meso-scale subgraphs have precise and distinct con-
sequences for the system-level dynamics. In particular, they induce characteristic dynamical instabilities
that are independent of the structure of the embedding network.
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Time as coding space for information processing in the cerebral cortex

Wolf Singer

MPI for Brain Research Frankfurt am Main, Frankfurt am Main, Germany;
wolf.singer@brain.mpg.de

Higher cognitive functions require the coordination of large assemblies of spatially distributed neurons
in ever changing constellations. It is proposed that this coordination is achieved through dynamic coor-
dination of temporally structured activity. Since there is no supra-ordinate command centre in the brain,
the respective patterns of coherent activity need to self-organize within the fixed architecture of anatom-
ical connections. Evidence will be provided that dynamic coordination supports response selection by
attention, subsystem integration, flexible routing of signals across cortical networks and access to the
work-space of consciousness. The precision of temporal coordination is in the millisecond range sug-
gesting the possibility that information is encoded not only in the co-variation of discharge rates but also
in the phase relations of discharges relative to population oscillations. This phase coding could account
for the high speed with which cortical circuits can encode and process information. Recent studies in
schizophrenic patients indicate that this disorder is associated with abnormal synchronisation of oscil-
latory activity in the high frequency range (beta and gamma). This suggests that some of the cognitive
deficits characteristic for this disease result from deficient binding and subsystem integration.
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Network of networks and the climate system

Juergen Kurths

Potsdam Institute for Climate Impact Research, Potsdam, Germany;
juergen.kurths@pik-potsdam.de

Network of networks is a new direction in complex systems science. One can find such networks in
various fields, such as infrastructure (power grids etc.), human brain or Earth system. Basic properties
and new characteristics, such as cross-degree, or cross-betweenness will be discussed. This allows
us to quantify the structural role of single vertices or whole sub-networks with respect to the interaction
of a pair of subnetworks on local, mesoscopic, and global topological scales. Next, we consider an in-
verse problem: Is there a backbone-like structure underlying the climate system? For this we propose a
method to reconstruct and analyze a complex network from data generated by a spatio-temporal dynam-
ical system. This technique is then applied to 3-dimensional data of the climate system. We interpret
different heights in the atmosphere as different networks and the whole as a network of networks. This
approach enables us to uncover relations to global circulation patterns in oceans and atmosphere. The
global scale view on climate networks offers promising new perspectives for detecting dynamical struc-
tures based on nonlinear physical processes in the climate system. This concept is applied to Indian
Monsoon data in order to characterize the regional occurrence of strong rain events and its impact on
predictability.

Interaction network based early warning indicators for the Atlantic MOC collapse

Henk A. Dijkstra

Utrecht University, Utrecht, Netherlands; H.A.Dijkstra@uu.nl

Early warning indicators of the collapse of the Atlantic Meridional Overturning Circulation (MOC) have
up to now mostly been based on temporal correlations in single time series. Here, we propose new
indicators based on spatial correlations in the time series of the Atlantic temperature field. To demon-
strate the performance of these indicators, we use a meridional-depth model of the MOC for which the
critical conditions for collapse can be explicitly computed. An interaction network approach is used to
monitor changes in spatial correlations in the model temperature time series as the critical transition is
approached. The new early warning indicators are based on changes in topological properties of the
network, in particular changes in the distribution functions of the degree and the clustering coefficient.
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Coupling within and across multiple scales of climate dynamics

Milan Paluš

Institute of Computer Science AS CR, Prague, Czech Republic; mp@cs.cas.cz

Complex networks as a new paradigm for understanding emergent phenomena in complex systems
have recently been introduced into climate science and analyses of climate-related data. A multivari-
ate time series of measurements of a meteorological variable, such as air temperature or pressure, is
converted into a (weighted) graph by quantification of pair-wise dependence between time series repre-
senting dynamical evolution of the variable recorded in two nodes of a climate network. Then the graph
theory is used to identify important features of the network such as scale-free or small-world topology,
highly connected hubs and modularity, and helps to understand information or mass transfers among
subsystems or modules of the network. Typically, the network links are assessed as cross-correlations
between deseasonalized total variability of a variable of interest [1]. However, the complex dynamics
of the Earth atmosphere and climate evolve on a wide range of temporal and spatial scales. Analyses
of the low-frequency variability on seasonal to decadal time scales have led to detection of oscillatory
phenomena possibly possessing a nonlinear origin and exhibiting phase synchronization between os-
cillatory modes extracted either from different types of climate-related data or data recorded at different
locations on the Earth [2, 3, 4]. Evaluation of scale- or frequency-specific connectivity leads to climate
networks of different topological properties, accenting different climate phenomena acting on different
time scales. We can also study nonlinear interactions between dynamics on different temporal scales:
In about a century long records of daily mean surface air temperature from various European locations,
using conditional mutual information together with the Fourier-transform and multifractal surrogate data
methods [5], we can observe information transfer from larger to smaller scales as the influence of the
phase of slow oscillatory phenomena with periods around 6-11 years on amplitudes of the variability
characterized by smaller temporal scales from a few months to 4-5 years. Accounting for scale-specific
connectivity in a unified framework leads to complex multigraphs as a possible future research direction.
This study is supported by the Czech Science Foundation, Project No. P103/11/J068.

[1] M. Paluš, D. Hartman, J. Hlinka and M. Vejmelka. "Discerning Connectivity from Dynamics in Cli-
mate Networks". Nonlin. Processes Geophys. 18 751-763 (2011).

[2] M. Paluš and D. Novotná. "Phase-coherent Oscillatory Modes in Solar and Geomagnetic Activity
and Climate Variability". J. Atmos. Sol.-Terr. Phys. 71 923-930 (2009).

[3] Y. Feliks, M. Ghil and A.W. Robertson. "Oscillatory Climate Modes in the Eastern Mediterranean
and Their Synchronization with the North Atlantic Oscillation". J. Clim. 23 4060-4079 (2010).

[4] M. Paluš and D. Novotná. "Northern Hemisphere Patterns of Phase Coherence between So-
lar/Geomagnetic Activity and NCEP/NCAR and ERA40 Near-surface Air Temperature in Period
7-8 Years Oscillatory Modes". Nonlin. Processes Geophys. 18 251-260 (2011).

[5] M. Paluš. "Bootstrapping Multifractals: Surrogate Data from Random Cascades on Wavelet Dyadic
Trees". Phys. Rev. Lett. 101 134101 (2008).
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No signs of lag-time effects in the connectivity of climate networks constructed
with surface temperature anomalies

Giulio Tirabassi1 and Cristina Masoller2

Universitat Politecnica de Catalunya, Barcelona, Spain
1giulio.tirabassi@upc.edu

The complex network framework has been successfully applied to the analysis of climatological data,
providing, for example, a better understanding of the mechanisms underlying reduced predictability dur-
ing El Nino or La Nina years. Despite the large interest that climate networks have attracted, several
issues related to the interpretation of the results remain to be investigated. Here we focus in the informa-
tion represented by the links of climate networks constructed via similarities of surface air temperature
anomalies. Specifically, we study the effect of data time-shifting in the network topology. To analyse the
influence of the common forcing represented by the solar annual cycle we shift the time series in each
pair of nodes such as to superpose their seasonal cycles. In this way, when two nodes are located in
different hemispheres we are able to quantify the similarity of temperature anomalies during the win-
ters and during the summers. We find that data time-shifting does not affect the network connectivity
in any significant way; it results only in small variations of local connectivity. This is an unexpected
property of the climate network that calls for a revision of the physical meaning of the long range links
(tele-connections) in networks constructed via similarities of temperature anomalies.
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Emergence of network features from multiplexity

Jesus Gomez-Gardenes

Universidad de Zaragoza, Zaragoza, Spain; gardenes@gmail.com

Many biological and man-made networked systems are characterized by the simultaneous presence
of different sub-networks organized in separate layers, with links and nodes of qualitatively different
types. While during the past few years theoretical studies have examined a variety of structural features
of complex networks, the outstanding question is whether such features are characterizing all single
layers, or rather emerge as a result of coarse-graining, i.e. when going from the multilayered to the
aggregate network representation. Here we address this issue with the help of real data. We analyze
the structural properties of an intrinsically multilayered real network, the European Air Transportation
Multiplex Network in which each commercial airline defines a network layer. We examine how several
structural measures evolve as layers are progressively merged together. In particular, we discuss how
the topology of each layer affects the emergence of structural properties in the aggregate network.

Stability of boolean multilevel networks

Emanuele Cozzo1, Alex Arenas2and Yamir Moreno3

1Institute for Biocomputation and Physics of Complex Systems (BIFI), Zaragoza, Spain;
2University of Zaragoza, Tarragona, Spain;
3Department of Computer Science and Mathematics, Zaragoza, Spain; yamir.moreno@gmail.com

The study of the interplay between the structure and dynamics of complex multilevel systems is a press-
ing challenge nowadays. In this paper, we use a semi-annealed approximation to study the stability
properties of random Boolean networks in multiplex (multilayered) graphs. Our main finding is that the
multilevel structure provides a mechanism for the stabilization of the dynamics of the whole system even
when individual layers work on the chaotic regime, therefore identifying new ways of feedback between
the structure and the dynamics of these systems. Our results point out the need for a conceptual tran-
sition from the physics of single-layered networks to the physics of multiplex networks. Finally, the fact
that the coupling modifies the phase diagram and the critical conditions of the isolated layers suggests
that interdependency can be used as a control mechanism.
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Time-varying directed networks from EEG signals

Fabrizio de Vico Fallani1, Mario Chavez2 and Jacques Martinerie3

1Brain and spine Institute (CRICM), Paris, France; fabrizio.de_vico_fallani@upmc.fr
2CNRS, Paris, France;
3CNRS, Paris, France;

Complex network theory has been largely used in neuroscience, where brain networks are typically con-
structed from either anatomical and functional neuroimaging data. Brain networks in healthy subjects
have been demonstrated to exhibit non-trivial topological properties related to optimal information pro-
cessing, i.e. small-world, scale-free, etc. whereas diseased brains typically show a critical deviation
from such optimal architectures. The large part of these brain networks were constructed by integrating
information over a relatively long time period (in the order of seconds), thus neglecting the transient
connectivity changes, which in the case of task performances could instead reveal critical dynamics. In
the present work, we propose a method to construct time-varying brain networks from EEG signals by
means of recursive Kalman-based Granger causality estimates. The method is then validated on a group
of healthy subjects during a motor task performance to reveal the brain network dynamical changes at
a very high temporal resolution. Results showed that during the preparation of the movement the brain
network showed a transient economical small-world property reflecting an optimal balance between
topological organization and connection density.

Multiple opinion leaders in a multi-layer social network

Rosa María Benito1, Javier Borondo2, Alfredo J. Morales3 and Juan Carlos Losada4

Grupo de Sistemas Complejos. Universidad Politécnica de Madrid, Madrid, Spain
1rosamaria.benito@upm.es
2fj.borondo@upm.es
3alfredo.morales@alumnos.upm.es
4juancarlos.losada@upm.es

The social network in which individuals are enmeshed influence their opinion formation and therefore
their political choices. For this reason it has been a classic theme of research in sociology and political
science. Here we identify opinion leaders in an online social network and observe that their impact on
users changes in function of the social interaction considered. To that effect we can understand the
online social network as a multi-layer network, where at each layer a different interaction takes place.
We observe that different opinion leaders emerge at each level highlighting the need to consider all the
different interactions when studying such social networks.
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Application of act and wait control to oscillatory network desynchronization

Irmantas Ratas1 and Kestutis Pyragas2

Center for Physical Sciences and Technology, Vilnius, Lithuania
1irmantas.ff.vu@gmail.com

We propose the algorithm for desynchronization of globally coupled oscillators. The problem is actual for
neuroscience, where the suppression of pathological neuronal synchronization may remove the symp-
toms of various diseases. Our algorithm consists of two stages. In the first stage, we measure and
memorize the output of the control-free system. In the second stage, we apply the feedback control
using the memorized signal. Operation of the algorithm is demonstrated by numerical experiments with
all-to-all coupled Landau-Stuart oscillators and Hodgkin-Huxley neurons. From these experiments we
found that it is possible to implement charge balance condition for Hodgkin-Huxley network. In the limit
of infinite large population of Landau-Stuart oscillators some analytical estimations are derived. Our
approach is particularly important for applications to physical and biological systems which do not allow
for a simultaneous registration and stimulation at the same time.

Granular fronts in parametrically forced shallow granular layers

Claudio Falcón1, Juan Macías2 and Marcel Clerc3

Universidad de Chile, Santiago, Chile
1cfalcon@ing.uchile.cl
2juanmacias@ug.uchile.cl
3marcel@dfi.uchile.cl

We present an experimental and theoretical study of the granular front formation process of standing
subharmonic waves in a fluidized quasi-one-dimensional shallow granular bed. The fluidization process
is driven by means of a time-periodic air flow, analogous to a tapping type of forcing. Measurements
of the subharmonic instability curve for the homogeneous layer are performed, and the subharmonic
amplitude of the critical mode close to the transition is characterized to be found in quite good agreement
with those inferred from a universal stochastic amplitude equation. This allows us to determine both the
bifurcation point of the deterministic system and the corresponding noise intensity. For larger amplitudes
of the forcing, a localized structure develops over the granular layer connecting to regions of the uniform
layer oscillating in out-of-phase, which we term a granular front. We propose a simple phenomenological
model to describe the dynamics, stability and bifurcation diagram of such structures, which is found in
good agreement with experimental observations.
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Beyond the odd number limitation: Control matrix design for time delayed-
feedback control algorithm

Kestutis Pyragas1 and Viktor Novičenko2

Center for Physical Sciences and Technology, Vilnius, Lithuania
1pyragas@pfi.lt

Time-delayed feedback control (TDFC) algorithm [1] is an efficient tool for stabilization of unstable peri-
odic orbits of nonlinear dynamical systems. The method has been successfully implemented in number
of experimental systems [2]. However, Nakajima [3] proved the theorem, which states that the method
is unable to stabilize unstable periodic orbits with the odd number of real Floquet multipliers greater than
unity. This odd number limitation (ONL) theorem has been commonly accepted by scientific community,
but ten years later after Nakajima’s proof Fiedler et al. [4] have demonstrated by a simple example that
the ONL theorem does not hold for autonomous systems. Recently, the corrected ONL criterion has
been introduced by Hooton and Amann [5]. Here we show how this new criterion is related with the
phase response curve of the periodic orbit [6] and propose a coupling matrix design algorithm that by-
passes the corrected ONL theorem. We demonstrate our algorithm with specific examples of the Lorenz
and Chua chaotic systems for which we construct non-diagonal time delayed feedback control matrices,
which enable the stabilisation of their periodic orbits with the odd number of unstable positive Floguet
multipliers.

[1] K. Pyragas. Phys. Lett. A 170 421 (1992).
[2] K. Pyragas. Philos. Trans. R. Soc. London, Ser. A 364 2309 (2006).
[3] H. Nakajima. Phys. Lett. A 232 207 (1997).
[4] B. Fiedler et al. Phys. Rev. Lett. 98 114101 (2007).
[5] E.W. Hooton and A. Amann. Phys. Rev. Lett. 109 154101 (2012).
[6] V. Novičenko and K. Pyragas. Phys. Rev. E 86 026204 (2012).
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Optimal control of nonlinear dynamics: Quantum-classical correspondence

Toshiya Takami1 and Hiroshi Fujisaki2

1Kyushu University, Fukuoka, Japan; takami@cc.kyushu-u.ac.jp
2Nippon Medical School, Kawasaki, Japan; fujisaki@nms.ac.jp

Controlling microscopic states is one of the purpose to study chemistry and physics [1], where the opti-
mal control theory (OCT) is known as one of the prominent approach to quantum steering and has been
used to design the control field. On the other hand, the Ott-Grebogi-York (OGY) approach [2] is known
as the method of controlling chaotic dynamical systems, where unstable periodic orbits found in chaotic
systems play an important roll in controllability of the system. Thus, the relation between controlability
and chaoticity is one of the old problem in nonlinear physics. Since these two approaches are completely
different each other, however, it is difficult to compare properties in them.
In order to analyze controlled dynamics, our idea here is to use a control scheme applicable to both of
quantum and classical mechanics. Zhu, Botina, and Rabitz (ZBR) [3] introduced a functional for quan-
tum OCT problems, by which a rapidly convergent iteration scheme is given. Based on this idea, in this
contribution, we analyze the problem from a viewpoint of the quantum-classical correspondence. A for-
mal correspondence is known between representations by the density function in classical phase space
and the density matrix in quantum mechanics. By the use of this representation, the ZBR functional is
also applied to classical optimal control processes.
In our previous work [4, 5], we have shown that an analytic field works efficiently for quantum states in
the limit of the long control time. In spite of the formal correspondence between quantum and classical
densities, it is still unknown whether we can observe correspondence also in controlled dynamics. In this
poster presentation, we will discuss the correspondence on the basis of numerical results in quantum
and classical controlled dynamics.

[1] S.A. Rice and M. Zhao. Optical Control of Molecular Dynamics. Wiley, New York, 2000.
[2] E. Ott, C. Grebogi and J.A. Yorke. Phys. Rev. Lett. 64 1196 (1990).
[3] W. Zhu, J. Botina and H. Rabitz. J. Chem. Phys. 108 1953 (1998).
[4] T. Takami, H. Fujisaki and T. Miyadera. Adv. Chem. Phys. 130A 435 (2005).
[5] T. Takami and H. Fujisaki. Phys. Rev. E75 036219 (2007).
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The understanding of natural auditory systems would be a great step forward in biophysics and biomath-
ematics. However, this goal faces an important difficulty: the inherent complexity of the ear and the
auditory cortical responses are currently far from being well understood. This minisymposium is being
set up to discus the importance of relatively low-dimensional dynamical systems for tackling the problem
of hearing and the complexity of the auditory system.

Organizers: J. Cartwright and R. Stoop

Stochastic resonance in a full model of the peripheral auditory pathway

Stefan Martignoli1, Florian Gomez2 and Ruedi Stoop3

1University of Applied Sciences HSR, Rapperswil, Switzerland; smartign@hsr.ch
2University of Zurich and ETH Zurich, Zurich, Switzerland; fgomez@ini.phys.ethz.ch
3University of Zurich and ETH Zurich, Zurich, Switzerland; ruedi@ini.phys.ethz.ch

The understanding and modeling of the peripheral hearing system (cochlea, outer and inner hair cells,
auditory nerve and the lowest auditory nuclei) is a biophysics and scientific computing challenge. We
have developed such a framework with real-time capacity. The model not only allows for a selective
tuning towards desired sound components in cocktails of sounds. It, moreover, demonstrates the com-
plicated change the auditory signal undergoes on its way higher up the auditory pathway. One intriguing
property of the model is that it exhibits that the auditory pathway uses stochastic resonance, in order
to relay the sound information gathered and generated in the cochlea higher up the auditory pathway
in the most faithful way. Nontrivial manifestations of stochastic resonance in biology are extremely rare.
In our case, the effect seems to express an explicit desire of the biological system to maintain artificial
auditory signal components that are generated by the cochlear nonlinearities, the purpose of which at
the moment we can only speculate on. A side-effect is, however, that it explains the surprising large
degree of noise that we find in the firing of the neurons of the auditory nerves.
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From physiology to psychophysics to electronics: The role of nonlinear dynam-
ics in pitch perception

Diego Luis Gonzalez1, Julyan Cartwright2 and Oreste Piro3

1CNR-IMM, Bologna, Italy; gonzalez@bo.imm.cnr.it
2CSIC - Instituto Andaluz de Ciencias de la Tierra, Granada, Spain; Julyan Cartwright
<julyan.cartwright@csic.es>
3Departament of Physics - UIB, Palma de Mallorca, Spain; piro@imedea.uib-csic.es

In the last years it is becoming clear that nonlinear dynamics plays a fundamental role in perception,
and in particular in hearing. Very important phenomena such as cochlear compression or otoacoustical
emissions, found a unique and plausible physical explanation in the realm of nonlinear dynamics. In
fact, a Hopf bifurcation and nonlinear induced or sustained self-oscillations are respectively at the basis
of both phenomena [1, 2]. Such fact is indeed not surprising if we take into account the highly nonlinear
character of both neuronal processing and the mechano-electrical transduction processes working at
the level of the cochlea. However, and surprisingly, has been also uncovered a relevant role of nonlin-
ear dynamics at a psychoacoustic level, and more precisely, regarding the pitch perception of complex
sounds [3, 4]. There is still a strong and diffused feeling that most of the outstanding capabilities of our
hearing system are consequence of complex neuronal process at high levels of the nervous system, in
particular, at the auditory cortex. Nonlinear dynamics is strongly challenging this view showing that sim-
ple, low-dimensional, nonlinear systems, should be used as models for describing complicated signal
processing of perceptive signals and high level perceptual parameters extraction. In this presentation we
illustrate such results showing also that complex capabilities of our auditory system, such our capability
to recognize and appreciate music, can be accurately described. In fact, pitch detection is at the basis
of music perception and many different, apparently complex, analysing tasks can be performed on the
basis of pitch. Moreover, from an evolutionary point of view, pitch offers a relevant advantage: allows to
identify the many components of a complex sound as arising from a unique sound source; moreover, on
the basis of pitch, such unique source can be classified and separated, for example, for communicative
scopes with members of the same species, for evading sudden attacks from predators, or, on the con-
trary, for localizing preys by the sounds they produce. From such evolutionary point of view, it is clear that
simpler animals with simpler auditory systems are anyway capable of coping fruitfully with their acoustic
environment, implying that such simpler systems posses also powerful and universal hearing capabili-
ties. Thus, the high complexity characteristic of mammal ears is not mandatory for implementing such
universal auditory capabilities. In this line of though, we can envisage the development of technological
applications implementing auditory capabilities similar to their biological counterparts. In designing such
applications, the use of the same strategy used for developing nonlinear models of complex systems,
that we call qualitative or minimal modelling, has revealed to be very useful. Nonlinear dynamics, to-
gether with these new modelling strategies, represent a relevant change of paradigm in the modelling
of complex biological systems. Theoretical and experimental results confirm largely this approach for
dealing with the complexity of actual hearing systems.

[1] A. Kern, J.-J. van der Vyver and R. Stoop. "Towards a Biomorphic Silicon Hopf Cochlea". Proc. of
NDES (2002).

[2] M. Gelfand, O. Piro, M.O. Magnasco and A.J. Hudspeth. "Interactions between Hair Cells Shape
Spontaneous Otoacoustic Emissions in a Model of the Tokay Gecko’s Cochlea". Plos One 5(6)
e11116 (2010). Doi:10.1371.

[3] J. Cartwright, D.L. Gonzalez and O. Piro. "Pitch perception: A dynamical-systems perspective".
PNAS 98(9) 4855-4859 (2001).

[4] J. Cartwright, D.L. Gonzalez and O. Piro. "A nonlinear theory for the perception of musical conso-
nance". Proceedings ISMA 2007 Barcelona 1-S3-2 (2007).

XXXIII Dynamics Days Europe 2013 255

mailto:gonzalez@bo.imm.cnr.it
mailto:Julyan Cartwright <julyan.cartwright@csic.es>
mailto:Julyan Cartwright <julyan.cartwright@csic.es>
mailto:piro@imedea.uib-csic.es


Friday, June 7 MS29: The critical role of dynamics in hearing

Dynamics of otoacoustic emissions in lizards

Oreste Piro

University of Balearic Islands, Palma de Mallorca, Spain; piro@imedea.uib-csic.es

It is now widely accepted that the hearing of tetrapods including humans is enhanced by an active
process that amplifies the mechanical inputs associated with sound, sharpens frequency selectivity,
and compresses the range of responsiveness. The most striking manifestation of such active process
is spontaneous otoacoustic emission (SOAE), the unprovoked emergence of sound from an ear. Hair
cells, the sensory receptors of the inner ear, are known to provide the energy for such emissions; it is
unclear, though, how ensembles of such cells collude to power observable emissions. Tokay geckos are
a convenient biological model to study this phenomenon due the outstanding robustness and stability of
the SOAEs that they produce. In addition, the anatomy of the lizards hearing organ (papilla) is relatively
simpler than other species of the superclass including our own cochlea. These features makes gecko
ideal to examine both experimental and theoretically several hypotheses on the dynamical origin and
characteristics of SOAE’s under the light of models consisting of tonotopic arrays of coupled nonlinear
self-oscillators, each one representing an elemental cluster of hair cells in the papilla emitting at a
particular frequency of the hearing range. In this contribution, I will review the main results on the
characteristics gecko SOAE’s experimentally recorded and, using a van der Pol formulation for the above
mentioned model oscillators we examine the factors that influence the cooperative interaction between
oscillators. In particular, we draw interesting conclusions above the nature of the coupling between the
emitting units that make the output of the model compatible with the experimental observations.

Fish: how do they hear; and how do they make their ears?

Julyan Cartwright

CSIC, Granada, Spain; julyan.cartwright@csic.es

I discuss work in progress on understanding the physics of hearing in fish; work both on how fish hear
(they have otoliths -hearing stones- rather than the cochlea we mammals possess), and on how the
fish hearing system develops: the physical mechanisms of self-assembly involved in the developmental
biology.
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Causal estimates in the presence of mixed and colored noise

Guido Nolte

Dept. of Neurophysiology and Pathophysiology, Hamburg, Gernany; g.nolte@uke.de

MEG and EEG data are a mixture of essentially unknown dependent and independent sources. Es-
timates of dynamical relations are heavily confounded by mixing artifacts and different signal to noise
ratios. In this talk I will review the problem and discuss to what extent inverse solution can be considered
a remedy. The ’Phase Slope Index’ is a measure of temporal relationships, which cannot be gener-
ated by instantaneous mixtures of independent sources. I will discuss possibilities and limitations of the
Phase Slope Index in comparison to Granger Causality for linear and nonlinear simulated data and for
real MEG and EEG data. As a general approach to address the mixing problem I discuss the possibility
to exploit temporal order by analyzing time inverted data which should lead to inverted causal directions
if, as is claimed for various causal measures, the estimated direction is based on the principle that the
cause precedes the effects.

XXXIII Dynamics Days Europe 2013 257

mailto:g.nolte@uke.de


Friday, June 7 MS30: From the neuronal systems to the brain

Shadows of early development on brain’s functional network: An exploratory
study on complex brain networks in preschool years (3-4 years)

Joydeep Bhattacharya1, Antanas Spokas2 and Katsumi Watanabe3

1Goldsmiths, London, United Kingdom; j.bhattacharya@gold.ac.uk
2University of London, London, United Kingdom;
3Goldsmiths, Tokyo, Japan;

BACKGROUND: The brain, often considered the most complex system in the known universe, is densely
interconnected with constituent spatially distinct brain areas, and this subserves as the substrate for the
formation of a functional network that are likely to be associated with human cognition. On the advent
of advanced neuroimaging techniques coupled with the recent resurgence of the mathematics of graph
theory, there has been an explosion of interest to characterise the underlying functional brain network
patterns by quantifying the topology of the network in terms of graph theoretic measures. Interest-
ingly, spontaneous brain activity without any concomitant task represents consistent functional network
patterns that are increasingly believed to be crucial in understanding the functioning of human brain.
However we know very little about these network patterns of very young children in preschool years, yet
this reflects a period of intensive mental and behavioural growth associated with dramatic changes in
brain’s anatomical and physiological substrates.
AIM: The primary objective of this study is the characterization of functional network patterns of sponta-
neous brain activities in preschool children, and the second objective is to investigate a link between the
specificity of network patterns and cognitive development.
MATERIALS & METHODS: Eighty eight children (42 girls, age range of 36-58 months) participated in
the study. A MEG with 151 sensors that was specially designed for children was used. The children were
watching a video cartoon while their MEG data (3 min) were recorded. The children were also assessed
by the Kaufman Assessment Battery for Children, a standard psychological diagnostic test for evalu-
ating cognitive development. The scores on the following categories (constituent sub-categories) were
obtained: Sequential Processing Scale (Hand Movement, Number Recall), Simultaneous Processing
Scale (Magic Window, Face Recognition, Gestalt Closure), Achievement Scale (Expressive Vocabulary,
Arithmetic, Riddle). After suitable preprocessing and artefact elimination, MEG data were bandpass
filtered into seven standard EEG/MEG frequency bands (delta 1-4 Hz, theta 4-7 Hz, alpha-1 7-10 Hz,
alpha-2 10-13 Hz, beta-1 13-18 Hz, beta-2 18-30 Hz, and gamma 30-70 Hz). For individual frequency
band, bivariate phase synchrony measure was applied to construct the functional brain network that was
subsequently characterized in terms of graph theoretic measures like shorter path length, clustering co-
efficient, modularity. Statistical analysis was performed after grouping the sensors according to broadly
defined brain regions, distance between sensors (short- and long-range). We applied both factorial and
correlational analysis.
RESULTS & DISCUSSION: First we observed a developmental trend from more localized connectivity
and shorter path in 3 yrs to more expressed functional connections between spatially distant brain re-
gions in 4 yrs, and the effect was prominent in lower to medium frequencies (delta, theta, alphas). Girls
showed shorter path length over long distances across hemispheres than boys in beta-2 band. The
patterns of correlations between network measures and different cognitive scores are quite complex,
however, the most consistent findings were observed in the left posterior beta band network, possi-
bly signifying a better management and allocation of attentional resources. These results, altogether,
demonstrate the usefulness of complex network analysis in evaluating the functional development of the
brain and mental performance.
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Classification of ADHD patients from EEG patterns of functional connectivity
using Bayesian networks

Ernesto Pereda1, Miguel Garcia-Torres2, Leopoldo D Mendez3, Soledad Mañas4 and
Julian J Gonzalez5

1Univ. La Laguna, San Cristobal de La Laguna, SPAIN; eperdepa@ull.edu.es
2Univ. Pablo de Olavide, Sevilla, SPAIN; mgarciat@upo.es
3Teaching Hospital La Candelaria, S/C de Tenerife, SPAIN;
4Teaching Hospital La Candelaria, S/C de Tenerife, SPAIN;
5Univ. La Laguna, San Cristóbal de La Laguna, SPAIN;

Functional brain connectivity has proven a useful concept to analysis the cooperative behavior among
brain areas. A very recent and promising line of research in this field consists in using the N × N
matrix of a bivariate interdependence indexes, calculated between neuroimaging signals, as the input
feature vector for machine learning classification [1, 2]. Here, we apply this idea to classify a group 34 of
human subjects as either control healthy ones or ADHD patients from their patterns of EEG functional
connectivity. Concretely, for each subject, 8 EEG channels were sample at 256 Hz during two situa-
tions,c open (OE) and closed eyes CE). Stationary, artifact-free segments of 5120 samples were filtered
in three frequency bands: θ [3.5− 8Hz), α [8− 13Hz) and β [13− 30Hz]. Then, the normalized mutual
information (MI) was calculated between any two channels i and j (i, j = 1, . . . , 8; i 6= j for the broad
band (unfiltered) data and any of the three frequency bands, thereby obtaining 8 squared symmetric in-
terdependence matrixes of 8×8 elements each. Additionally, from each of these matrixes, the nonlinear
correlation information entropy IE was also calculated as described in [3].
We then used a Bayesian network as classifier. It is a probabilistic graphical model that represents the
features and their conditional dependencies as a directed acyclic graph (DAG) where a node represents
a feature and edges represent conditional dependencies between two features. The input data was
discretized by means of Fayyad-Irani’s MDL discretizer method [4], which is an entropy-based top-down
partitioning strategy that recursively splits intervals at the point where the information gain, (defined
as the difference between the information value with and without the split) is the largest. As stopping
criterion, it uses the Minimum Description Length (MDL) principle, which provides a way to select the
hypothesis with the best compression achieved.
For the case of the normalized MI index, we carried out a feature selection procedure to select the sub-
set of features that are fit for classification. Specifically, we used the symmetrical uncertainty measure
(SU), defined as [4]:

SU(X,Y ) = 2
[ I(X,Y )

H(X) +H(Y )

]
Where I(X,Y ) is the MI between feature X and Y , and H(.) stands for entropy. A value of 1 indicates
that knowledge of X completely predicts the value of the Y, whereas a value of 0 indicates that they are
independent. A conservative strategy is to discard those with SU = 0. With this criterion and applying
FCBF [5] to remaining features, 6 features were selected as relevant for the classification task, which
give rise to an accuracy of 83.35 ± 17.65 as estimated by-known leave-one-out-cross-validation algo-
rithm. In contrast, classification using the 8 IE values produce a mere 55.9 ± 44.12 (corresponding to
all individuals classified in the same class).
We conclude that the combination of data filtering, functional connectivity indexes and a feature se-
lection procedure allows a good classification accuracy using a Bayesian network, which supports the
hypothesis that EEG brain connectivity patterns can be successfully used to distinguish healthy from
non-healthy human subjects.

[1] I. Daly et al. Pattern Recog. 45 2123 (2012).
[2] J. González et al. Clin. Neurophysiol in press (2013).
[3] W. Quiang et al. Physica D 200 287 (2005).
[4] U.M. Fayyad and K.B. Irani. Proc. of the Int. Joint Conference on Uncertainty in AI 2 1022 (1993).
[5] L. Yu and H. Liu. Journal of Machine Learning Research 5 1205 (2004).
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Synchronization of nonlinear systems has been studied extensively in a large variety of physical and bio-
logical systems and many kind of synchronization schemes, including complete synchronization, phase
synchronization or generalized synchronization, among others, have been observed. In particular, if
two dynamical systems are coupled in a drive-response configuration, an intriguing and unintuitive type
of synchronization, termed anticipated synchronization (AS), can occur. For some dynamical systems
stable AS can be observed if the response system is subject to a negative self-feedback. The occur-
rence of AS in these systems depends mainly on the coupling strength and the delay time. Examples
include chaotic oscillators, optical systems or delay-coupled maps, among others. In models of neu-
ronal systems AS can be observed when delayed self-feedback and gap junctions are considered or
the self-feedback is originated by assuming some coupling through inhibitory neurons. In the latter, an
explicit delay in the response system is not required if chemical coupling is assumed; the intrinsic delay
induced by the rise and fall times of the synapse provide the necessary ingredient. In this presentation
we show that if we couple two neuronal populations in a drive-response configuration and the response
population contains, or is connected to, a group of inhibitory neurons AS can occur. This means that the
response system can lead, under certain circumstances, the driver population. We find that for a large
range of inhibitory-coupling values the response system predicts the activity of the driver’s one, while for
other values the commonly known delayed synchronization occurs.
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General Information

The Conference venue

The sessions will take place in Building 1 of the School Computer Science (Facultad de Informática-
Bloque 1) in the Campus of Montegancedo (Pozuelo de Alarcón), which is 15 km from the center of
Madrid.
The address is:
Facultad de Informática
Campus de Montegancedo
28223 Pozuelo de Alarcón, Madrid, Spain
Tel: +34 91336 4633 / +34 91336 4660

Madrid-Barajas Airport is 12 kilometers northeast of the city. For more information on Barajas airport
please visit the website
http://www.aena-aeropuertos.es/csee/Satellite/Aeropuerto-Madrid-Barajas/
en/Home.html.

• Underground Metro line 8 runs from all the airport terminals to Nuevos Ministerios station in
central Madrid. Estimated travel time: 12-15 minutes. The underground does not reach the
Conference Venue, but goes from the airport to the center of the city. The nearest stations are
Gregorio Marañon (Metro line 7 and 10) for the hotels NH Zurbano and NH Abascal and Rios
Rosas (Metro line 1) for NH Prisma. A map of Madrid Metro will be provided at registration, but
you can download it from here http://www.metromadrid.es/en or http://goo.gl/
zIJZP.

• City bus Several bus lines run from the airport to central Madrid. City bus route 200 runs from
Madrid-Barajas airport terminals T1, T2, T3 and T4 to the Avenida de América Transport Hub,
where there are connections to several city and intercity bus routes and the Madrid Metro system.

• Train A modern suburban train line (Cercanias) connects Terminal T4 with several key locations
in Madrid: Chamartin, Nuevos Ministerios, Recoletos, Atocha and Principe Pío. Estimated travel
time: 22 minutes from/to Recoletos (the closest train station to the official hotels). Do not buy
Cercanias tickets in advance, as tickets can only be used within 2 hours following their purchase!!

Check timetables and fares at http://www.ctm-madrid.es

• Taxi All airport terminals have clearly signed taxi ranks outside the arrivals area. Official taxis are
white with a red stripe and the coat-of-arms of Madrid City Council on the doors. Ignore unsolicited
driving offers inside terminals. Make sure that the taxi driver has started up the taximeter at the
start of the journey (minimum fare). Ask for the bill in case of any complaint. The cost from airport
to city center should be approximately 40 euros. Airport fares include a supplement which in 2013
is 5.50 euros, but there is no supplement for luggage.

Taxi Reservations: 0034 91547 8200 (http://www.radiotelefono-taxi.com)

How to reach the Conference venue

Conference bus service A bus service will be available every day in the morning from the conference
hotels to the Conference venue, and back in the evening. The service is available for all the participants,
not just for those staying at the recommended hotels. The meeting point for the five buses will be in
front of NH Suites Prisma (Santa Engracia St.), and the departure time will be at 7:50 am. Consult the
program timetable in the Book of Abstracts for the return time.

Alternatives: using public transportation Public transportation in Madrid is fast, safe, and not very expen-
sive. Nevertheless, the Conference Bus Service will be faster than any alternative. For those who wish
to get to the conference by their own means, two possible routes are available (around 45 minutes):

1. Take Metro line 10 to Colonia Jardin (direction to Puerta del Sur). From here, you can choose:

• Bus 591 and step down at the last stop, Facultad de Informatica.
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• Buses 571 or 573 and step down at Av. Monteprincipe - Facultad de Informatica, then walk
approximately 250 m to the Computer Science building (Bloque 1).

2. From Plaza Cardenal Cisneros or Metro station Ciudad Universitaria, take bus 865, directly to the
campus. Step down at last stop Facultad de Informatica.

To check the updated timetables of suburban buses 571, 573, 591 and 865 please consult the web
http://www.ctm-madrid.es.

By car Exit the M-40 at junctions 36 (northbound) or 38 (southbound). Directions: 40◦24’22.82”N,
03◦50’19.86”O

Public transportation fares

Metro and city bus The same ticket is valid both for metro and city (but not suburban) buses. A single
ticket costs 1.50 euros and is valid for one journey. You can buy it both at metro stations or as you board
the bus.
You can also buy a multi-trip pass (called metrobus) at the ticket machines in the lobby of any Metro
station (most of them accept cash and visa), and in tobacconists and authorized news-stands in Madrid.
There are two types of metrobus:
There are two types of multi-trip pass (called metrobus pass):

• Valid for 10 Metro trips in zone A, in EMT city buses (except the Linea Expres to and from the
airport): 12.2 euros.

• Valid for 10 Metro trips and EMT city bus trips (except Linea Expres) with a single transfer from
EMT to EMT in a maximum of 60 minutes from the first validation: 18 euros.

Suburban bus

• Buses 865 and 591 require a Zona B1 ticket. Cost: 2 euros.

• Buses 571 and 573 require a Zona B2 ticket. Cost: 2.6 euros.

Tourist pass It is the easiest, most convenient and cheapest way to get around the Madrid region. This
pass gives you unlimited access to all forms of public transport. The tourist ticket voucher is provided
together with the instructions for its use in Spanish and English, as well as maps of the Metro and rail
network, a Madrid street map and a map of the Community of Madrid with indication of the means of
transport and the main points of interest.
There are five kinds of season tickets: for 1, 2, 3, 5 and 7 calendar days. The validity of the tourist
passes is counted by calendar day; the day the first journey is made is the first day of use. As our
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service operates from 06:00 to 01:30 hours, the calendar days match up with this same timetable. The
expiry date of the pass is printed on the back of the coupon.
They may be acquired at all stations in the Metro network, terminals T1, T2, T3 at Barajas Airport, Office
of Tourism (Plaza Mayor, 27), places of tourist interest and hotels.

Preparing your contribution

The program is organized around thirteen invited plenary talks, six sessions of minisymposia, four con-
tributed sessions and one poster session scheduled on Tuesday afternoon.

Talks
The lecture rooms will be equipped with a projector with standard VGA input and a Windows computer
with Powerpoint software, although it is strongly recommended to bring the presentation converted to pdf
to avoid font and formatting problems. Please, upload your presentation to the computer 30 minutes
before the session begins. For those wishing to use their own machine, testing should also be done
prior to the session.
Remember that the duration of the talks are:

• Invited plenary talks 45 min including 5 min discussion.

• Minisymposia talks 30 min, including 5 min discussion.

• Contributed talks 20 min, including 5 min discussion.

Posters
Will be on display throughout the entire event and can be affixed as early as Monday morning. Poster
boards will be numbered. Please hang up your poster on the corresponding board with the number that
matches the one assigned in the conference booklet. Tape will be provided at the Conference desk.
Recommended poster size is A0 (120 cm × 80 cm) with portrait orientation. Check the section below
for more information.

There will be a series of Best Poster Awards funded by the European Physical Society (EPS) and the
Publishing companies participating in the Conference.

The election of the Best Conference Posters will be made by a collaborative filtering method. Together
with the conference material each participant will receive a sticker to vote for the Best Poster, which will
be placed directly on the poster selected.

The voting process will finish at the end of the poster session (Tuesday 4th) and the awards will be given
during the gala dinner (Wednesday 5th).

The sponsors of the Best Poster Awards are:

Royal Society Publishing | www.royalsocietypublishing.org

Taylor & Francis Group | www.tandfonline.com

Springer | www.springer.com

European Physical Society | www.eps.org

During the Conference

The Conference will take place at the Campus of Montegancedo of the Universidad Politécnica de
Madrid. The relevant locations are:

• The Conference Sessions will be held at the Building 1 (Bloque 1) of the Faculty of Informatics.
Check below the information about conference rooms and the facilities inside the building.
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• The Registration will take place at the porch of Building 1. Please be sure you are in line at the
correct desk, especially if you chose to pay directly in cash. For your convenience there will be
a registration office at NH Abascal hotel on Sunday June 2, from 18:00 to 20:00 h. A badge
will be issued only after payment.

• Coffee and lunch breaks will take place outdoors, in the porch and the space around the large
jaima tents placed outside Building 1. This is why you will find a cap as part of your conference
materials!

• The Poster & Wine Session will be held in the afternoon of Tuesday 4 at the ground floor of
Building 3 (Bloque 3), please follow the indications. However, the posters will be displayed all
along the Conference. Ask the Organizers for help to place your poster.

Inside the Conference Building
All the session rooms are placed at the ground floor in the Conference Building. You will find assistance
at the Secretary Desk, placed near Room 1.

WiFi connectivity will be available through EDUROAM in all the Conference areas. Pay attention to ad-
ditional instructions from the Organizers.

An additional room is at your disposal on the first floor of the building.
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